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## Abstract

In this thesis we aim to develop a framework for graph characterization by combining the methods from spectral graph theory and manifold learning theory. The algorithms are applied to graph clustering, graph matching and object recognition.

Spectral graph theory has been widely applied in areas such as image recognition, image segmentation, motion tracking, image matching and etc. The heat kernel is an important component of spectral graph theory since it can be viewed as describing the flow of information across the edges of the graph with time. Our first contribution is to investigate how to extract useful and stable invariants from the graph heat kernel as a means of clustering graphs. The best set of invariants are the heat kernel trace, the zeta function and its derivative at the origin. We also study heat content invariants. The polynomial co-efficients can be computed from the Laplacian eigensystem. Graph clustering is performed by applying principal components analysis to vectors constructed from the invariants or simply based on the unitary features extracted from the graph heat kernel. We experiment with the algorithms on the COIL and Oxford-Caltech databases.

We further investigate the heat kernel as a means of graph embedding. The second contribution of the thesis is the introduction of two graph embedding methods. The first of these uses the Euclidean distance between graph nodes. To do this we equate the spectral and parametric forms of the heat kernel to com-
pute an approximate Euclidean distance between nodes. We use the resulting pattern of distances to embed the nodes of the graph on a manifold using a procedure similar to ISOMAP. The distribution of embedded points can be used to characterize the graphs, and can be used for the purpose of graph clustering as well. Experiments demonstrate that the algorithms can offer a useful margin of advantages over existing alternatives.

The second graph embedding method uses the Young-Householder decomposition of the heat kernel to map the nodes of the graphs into a vector space. This is similar to performing kernel PCA on the heat kernel. The co-ordinates of the nodes are determined by the eigenvalues and eigenvectors of the Laplacian matrix, together with a time parameter which can be used to scale the mapping. Node correspondences are located by applying a spectral alignment algorithm to the embedded nodes. Here the third contribution of the thesis is to use the heat kernel graph embedding to transform the graph matching problem into one of point-set alignment problem.

The fourth contribution of the thesis is to use the correspondence matches to construct a generative model which can be used to capture variations in graph structure using the covariance matrix for corresponding embedded point positions. This is done by using the eigenvalues and eigenvectors of the covariance matrix for the embedded node positions of sample of graphs. We show how to use this model to both project individual graph into the eigenspace of the point position covariance matrix and how to fit the model to potentially noisy graphs to reconstruct the Laplacian matrix. We illustrate the utility of the resulting method for shape analysis using data from the COIL and Caltech-Oxford databases.
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## Chapter 1

## Introduction

### 1.1 The Problem

Spectral graph theory (Chung, 1997; Biggs, 1993; Cvetkovic et al., 1995) has been widely applied to solve the problems in the field of computer vision and pattern recognition. Examples include image segmentation(Shi and Malik, 1997), routing (Atkins et al., 1998), image classification (Wilson et al., 2003) and etc. These methods use the spectrum, i.e. eigenvalues and eigenvectors, of the adjacency or Laplacian matrix corresponding to the graph. Several authors have also explored the use of the Laplacian and related operators to map data to a manifold in a low dimensional space (Roweis and Saul, 2000; Belkin and Niyogi, 2000; Tenenbaum et al., 2000).

The Laplacian spectrum is closely related to the heat kernel of a graph. The heat kernel is the solution of the heat equation and is formed by exponentiating the Laplacian eigensystem over time. The heat kernel can be viewed as describing the flow of information across the edges of the graph with time. The thesis addresses the issue of how to extract useful information from the graph heat kernel to characterize the graph. It is strongly linked to the manifold learning theory. We will also explore how we can map the nodes of a graph to points in
a vector space. This is achieved by the analysis of the heat kernel. Finally we will combine the graph embedding methods with a statistical generative model to construct a linear deformable model which can be used to capture variations within graph structures.

### 1.2 Goals

The ultimate goal of this thesis is to use ideas derived from manifold learning theory to investigate the information contained in the graph heat kernel, and to explore whether they can provide a stable and robust way to characterize the graph. To this end, we focus on

- Robust graph feature extraction: A graph can be represented by the heat kernel matrix associated with it. Graph information resides in the graph heat kernel. We explore how to extract stable and robust invariants, which can be used for characterizing the graphs.
- Graph embedding: Here we explore how to embed the nodes of graphs as points to a vector space. In other words, we seek a mapping from the node-set of the graph to point-sets in a vector space. After the embedding we can apply the algorithms in the vector-space on graphs.
- Graph embedding for graph clustering: Once we have embedded the nodes of a graph in a vector space, we aim to solve the graph clustering problem by applying a simple point pattern analysis algorithm to the embedded point-set.
- Heat kernel mapping for graph matching: We investigate whether methods from manifold learning theory can be combined with spectral graph theory to develop effective tools for graph structure matching. The idea is to
embed the nodes of a graph in a high dimensional coordinate space, and to use point pattern matching techniques to locate correspondences between nodes.
- A generative model for graph structure: We aim to construct a statistical model that can account for the distribution of mapped point positions for corresponding nodes in a sample graph. We can capture variations in graph structures using the sample covariance matrix and mean point position for the corresponding embedded point positions.


### 1.3 Thesis Overview

Having described the overall goals of the thesis, we proceed to give a brief introduction to the structure of the thesis. Chapter 2 reviews the literature of background on graph embedding, manifold learning methods, and spectral graph theory in computer vision and pattern recognition.

In chapter 3, we illustrate how invariants from the graph heat kernel can be used for graph characterization and used to perform graph clustering. In this chapter we will explore several different invariants extracted from the heat kernel and compare them on the real world image databases.

In chapter 4, two ways of graph embedding are explored. We use the embedding methods to map the graph from the graph space to point-set in a vector space. Once embedded in the vector space, we can perform graph clustering by characterizing the embedded point-sets.

In chapter 5, we combine the methods from spectral graph theory and the heat kernel mapping to develop method for structure based graph matching. We also show how the node correspondences provided by the matching method can be used to construct a statistical model. This model accounts for the distribution
of embedded point positions for corresponding nodes in the graph.
In the final chapter, after describing the contribution of the thesis, we will give a brief conclusion of the advantages and shortcomings of the methods described in the thesis and point out some promising directions for future research.

## Chapter 2

## Literature Review

In this chapter, we aim to review literature relevant to the thesis. The review ranges from spectral graph theory to manifold learning theory and their related applications in computer vision. The organization of this chapter is as follows.

In Section 2.1, we commence by presenting a review of manifold learning methods. Since our aim in the thesis is to develop methods for graph characterization by combining spectral graph theory and manifold learning theory, we then review the spectral graph theory and its applications in computer vision in Section 2.2. In Section 2.3, the research on graph heat kernel and the previous work are reviewed. We survey graph clustering in Section 2.4. Finally in Section 2.5 , we review statistical models for graphs to motivate the methods presented in Chapter 5.

### 2.1 Graph Embedding and Manifold Learning

One of the problems that arises in the manipulation of large amounts of graph data is how to embed graphs in low-dimensional space so that standard machine learning techniques can be used to perform tasks such as clustering(Luo et al., 2003; Wilson et al., 2003). One way to realize this goal is to embed the nodes
of a graph on a manifold and to use the geometry of the manifold as a means of graph characterization(Hjaltason and Samet, 2003).

In the mathematics literature, there is a considerable body of work aimed at understanding how graphs can be embedded on a manifold so as to minimize the measure of distortion (Linial et al., 1995a). Broadly speaking there are three ways in which the problem can be addressed. First, the graph can be interpolated by a surface whose genus is determined by the number of nodes, edges and faces of the graph. Second, the graph can be interpolated by a hyperbolic surface which has the same pattern of geodesic (internode) distances as the graph (Busemann, 1955). Third, a manifold can be constructed whose triangulation is the simplicial complex of the graph (Ranicki, 1992). A review of methods for efficiently computing distance via embedding is presented in the recent paper of Hjaltason and Samet (Hjaltason and Samet, 2003).

In the pattern analysis community, there has recently been renewed interest in the use of embedding methods motivated by graph theory. One of the best known of these is ISOMAP (Tenenbaum et al., 2000). Here a neighborhood ball is used to convert data points into a graph, and Dijkstra's algorithm is used to compute the shortest-geodesic distances between nodes. The matrix of geodesic distances is used as input to MDS-Multidimensional Scaling(Cox and Cox, 1994). The resulting algorithm has been demonstrated to locate well-formed manifolds for a number of complex data sets. Related algorithms include locally linear embedding (Roweis and Saul, 2000), which is a variant of PCA (Jollife, 1986) that restricts the complexity of the input data using a nearest neighbor graph, and the Laplacian eigenmap (Belkin and Niyogi, 2000) that constructs an adjacency weight matrix for the data points and projects the data onto the principal eigenvectors of the associated Laplacian matrix(the degree matrix minus the weight matrix) (Belkin and Niyogi, 2000). Recently Lafon and Coifman have proposed
the diffusion map (Coifman and Lafon, 2004), which constructs the mapping by raising the Laplacian eigensystem to a negative integer power. This mapping is shown to preserve the distances between nodes under a random walk, or diffusion, on the graph. These methods (Roweis and Saul, 2000; Belkin and Niyogi, 2000; Tenenbaum et al., 2000; Coifman and Lafon, 2004) share the feature of using the spectrum of the Laplacian matrix to map data specified in terms of a proximity matrix to a vector space and are together known as manifold learning theory. Their collective aim is to develop variants of the classical methods of PCA and MDS, which can be used to better capture localized variations in the structure of the data.

However, the study of graph structures using manifold learning theory is less advanced than the study of pattern spaces for images (Murase and Nayar, 1994) or shapes (Klassen et al., 2004; Lee and Small, 1999; Cootes et al., 1995). Here a well established route to construct a pattern space for the data is to use principal components analysis. This commences by encoding the image data or shape landmarks as a fixed length long vector. The data is then projected into a lowdimensional space by projecting the long vectors onto the leading eigenvectors of the sample covariance matrix. This approach has been proved to be particularly effective, especially for face data, and has lead to the development of more sophisticated analysis methods capable of dealing with quite complex pattern spaces. One thing that may hinder the study of graph structure using manifold learning theory is that graphs are not vectorial in natural and we are unable to use node ordering to transform the graphs into vectors. The reason is twofold. First the nodes of a graph are not ordered or labeled, and so there is no natural way to map the nodes to the components of a vector. Secondly, even if a nodes ordering can be found, different graphs may contain different numbers of nodes. We still need to deal with graph pattern vectors of different lengths.

In an attempt to overcome problems that result from the non-vectorial nature of graphs, Luo, Wilson and Hancock (Luo et al., 2003) have explored how ideas from spectral graph theory (Chung, 1997; Sachs et al., 1980; Biggs, 1993) can be used to construct pattern spaces for sets of graphs. The idea here has been to extract features that are permutation invariants from the adjacency matrices of the graphs under study. Pattern spaces may then be constructed from the feature vectors using techniques such as principal components analysis, or the more recently developed ones from manifold learning theory described above. Related literature includes Shokoufandeh et al. (Shokoufandeh et al., 1999) who have used topological spectra to index tree structures, and recently Wilson and Hancock (Wilson et al., 2003) have used algebraic graph theory to construct permutation invariant polynomials from the eigenvectors of the Laplacian matrix. One way of viewing these methods is to construct a low-dimensional feature space that captures the topological structure of the graphs under study.

### 2.2 Spectral Graph Theory in Computer Vision and Pattern Recognition

Spectral graph theory (Chung, 1997; Sachs et al., 1980; Biggs, 1993) is a branch of mathematics that is concerned with characterizing the structural properties of graphs using the eigenvectors of the adjacency matrix or the closely related Laplacian matrix (the degree matrix minus the adjacency matrix). There are many applications of using spectral graph theory in the physics (Bell and Rowlinson, 1990) and chemistry (Dias, 1993) areas. The use of spectral graph theory in computer vision and pattern recognition is a recent development. In this subsection we will review some problems in computer vision and pattern recognition that have been solved using spectral graph theory.

Pattern matching is a task of pivotal important in high-level vision since it provides a means by which abstract pictorial descriptions can be matched to one another. In recent years there have been many attempts to use spectral graph theory both in graph matching and in point-set matching problems. One of the earliest attempt was done by Umeyama (Umeyama, 1988), who developed a singular value decomposition method to find the permutation matrix between the adjacency matrices of the two graphs to be matched. The method commences by performing singular value decomposition on the adjacency matrices of the two graphs separately. The permutation matrix is found by taking the outer products of the eigenvector matrices for the adjacency matrices of the graphs being matched. The method can cope with both weighted and unweighted graphs, but it can not handle graphs which have a different number of nodes. For the point-sets matching, Scott and Longuett-Higgins (Scott and Longuett-Higgins, 1991) have shown how to recover correspondence by maximizing the inner product of the pairing matrix and the proximity matrix of the two point-sets. Shapiro and Brady (Shapiro and Brady, 1992) have extended Scott and Longuett-Higgins's idea by computing the eigenvectors of the proximity matrices of the two point-sets being matched. By doing so they overcome the shortcoming of Scott and LonguettHiggins's method, which fails to find the correct correspondence when the rotation angle between the point-sets becomes large. Both Scott and LonguettHiggins', Shapiro and Brady's methods can only match point-sets and they can not be applied directly to graph matching problems. However, there have been many attempts to overcome these limitations. Luo and Hancock (Luo and Hancock, 2001) have improved Umeyama's method by incorporating the EM algorithm. This allows Umeyama's method to render robustness to the differences in graph size and structural errors. However, the resulting algorithm is time consuming because of its iterative character. Recently, Robles-Kelly and Hancock
(Robles-Kelly and Hancock, 2002) have proposed a new spectral graph matching method by aligning the leading eigenvectors of the adjacency matrices of two graphs, where the leading eigenvector corresponds to the steady-state Markov chain. Based on Shapiro and Brady's point-set matching algorithm, Carcassoni and Hancock (Carcassoni and Hancock, 2003) have shown that by using the EM algorithm, which can incorporate the structure of the point-sets, the confidence of point correspondence can be computed by probabilities using the proximity matrix. Kosinov and Caelli (Kosinov and Caelli, 2002) have improved Shapiro and Brady's method by allowing for scaling in the eigenspace.

Another application for spectral graph theory in computer vision and pattern recognition is for image segmentation. Several authors (Shi and Malik, 1997; Costeira and Kanade, 1995; Perona and Freeman, 1998; Sarkar and Boyer, 1996; Scott and Longuett-Higgins, 1990) have explored how to use the eigenvectors of the affinity matrix to solve the image segmentation problems. Their approaches are attractive because their methods are based on simple eigendecomposition algorithms whose stability is well understood. Scott and Longuett-Higgins (Scott and Longuett-Higgins, 1990) identify point clusters by relocating the normalized eigenvectors of the affinity matrix. The input for this algorithm is an affinity matrix and the same size output matrix can be used to reshuffle the points into different clusters. Costeira and Kanade (Costeira and Kanade, 1995) have applied a variant of the method to 3D motion tracking by using the singular values of the measurement matrix to cluster points. Sarkar and Boyer (Sarkar and Boyer, 1996) used the leading eigenvector of the affinity matrix to locate point clusters and have applied the method to line segments grouping. The algorithm developed by Shi and Malik (Shi and Malik, 1997) uses the second eigenvector (Fiedler vector) of the Laplacian matrix(i.e. the degree matrix minus the affinity matrix) as a solution to a continuous formulation of a minimum normalized cut
problem. In this way they locate a segmentation that minimizes the affinity between groups. Perona and Freeman (Perona and Freeman, 1998) have a similar segmentation algorithm based on thresholding the first eigenvector of the affinity matrix. Weiss (Weiss, 1999) gives a review on these spectral based segmentation algorithms. He showed the similarities and differences between the algorithms. The similarity is that they all use the eigenvectors of an affinity matrix. The differences lie in which eigenvectors are used and how to construct the affinity matrix.

There are many other applications that make use of spectral graph theory in computer vision and pattern recognition. One of the most important of these is graph clustering, which we will review in detail in Section 2.4. Another interesting application is routing, which can be used to simplify the graph structure. In (Atkins et al., 1998) Atkins, Bowman and Hendrikson have shown how to use the Fiedler vector of the Laplaican matrix to sequence relational data. Robles-Kelly and Hancock (Robles-Kelly and Hancock, 2005) have shown how to use the first eigenvector to transform the graphs into strings and have used the strings to match graphs and compute string edit distance. Yu and Hancock (Yu and Hancock, 2005) have further extended the method by using semidefinite programming to find the spectral string ordering.

### 2.3 Heat Kernel and Spectral Geometry

One of the most important properties of the Laplacian spectrum is its close relationship with the heat equation. Recent developments in this area have established a link between graph spectra and the geometry of the manifold on which the embedded graph resides (Grigor'yan, 2001; Grigor'yan, 2003; Lafferty and Lebanon, 2004; Coulhon et al., 2000; Smola and Kondor, 2004; Barlow, 1998;

Smola et al., 1998). According to the heat equation the time derivative of the heat kernel is determined by the graph Laplacian. The solution to the heat equation is obtained by exponentiating the Laplacian eigensystem over time. The heat kernel hence encapsulates the way in which information flows through the edges of the graph over time, and is closely related to the path length distribution on the graph. Moreover the heat kernel also encapsulates the distribution of geodesic distances at the embedded manifold (Yau and Schoen, 1988). As a result the graph can be viewed as residing on a manifold whose pattern of geodesic distances is characterized by the heat kernel. For short times the heat kernel is determined by the local connectivity or topology of the graph as captured by the Laplacian, while for long times the solution gauges the global geometry of the manifold on which the graph resides.

One way to use the heat kernel is to extract invariants that can be used to characterize the corresponding graph or the manifold. Asymptotically for a short time, the trace of the heat kernel (Chung, 1997; Gilkey, 1984)(or the sum of the Laplacian eigenvalues exponentiated with time) can be expanded as a rational polynomial in time. Here the spectrum of the Laplace-Beltrami operator is used to construct a trace function, and the co-efficients of the leading terms in the series are directly related to the geometry of the manifold. In spectral geometry, the heat kernel trace has also been used to characterize the differential geometry of manifolds (Yau and Schoen, 1988; Gilkey, 1984). This function can be expanded as a polynomial series in time, and the co-efficients of the series can be related to the Ricci curvature tensor of the manifold. For instance, the leading co-efficient is the volume of the manifold, the second co-efficient is related to the Euler characteristic, and the third co-efficient is related to the Ricci curvature. However, the relationships between the elements of the Ricci curvature tensor and the coefficients are difficult to determine, and are only tabulated up to the third order
(Gilkey, 1984). For large graphs, the Laplacian can be viewed as a discrete approximation of the Laplace-Beltrami operator and this analysis can be carried over from manifolds to graphs (Hein et al., 2005). The zeta function(i.e. the sum of the eigenvalues raised to a non-integer power) for the Laplacian also contains geometric information. For instance its derivative at the origin is related to the torsion tensor for the manifold. Colin de Verdiere has shown how to compute geodesic invariants from the Laplacian spectrum (de Verdiere, 1998). In a recent paper McDonald and Meyers (McDonald and Meyers, 2002) have shown that the heat content of the heat kernel is a permutation invariant. The heat content is the sum of the entries of the heat kernel over the nodes of the graph, which may be expanded as a polynomial in time. It is closely related to the trace of the heat kernel, which is also known to be an invariant. This field of study is sometimes referred to as spectral geometry (Gilkey, 1984; Rosenberg, 2002).

As noted above, for a Riemannian manifold, the heat kernel is determined by the pattern of geodesic distances, and can provide a means of analyzing both the local and global differential geometry of the manifold. Spectral geometry also has close links with K-theory and Morse theory. It has topical interest in particle physics, since Witten (Witten et al., 1988) has demonstrated how such theories can be used to understand the geometries of space time that underpin superstrings. Recently, in the pattern analysis area Lebanon and Lafferty (Lafferty and Lebanon, 2004) have used the heat kernel to construct statistical manifolds that can be used for inference and learning tasks.

### 2.4 Graph Clustering

Graph structures have been proved important in high level-vision since they can be used to represent structural and relational arrangements of objects in a scene.

Structural abstractions of 2D and 3D objects have been proved to be powerful tools for the recognition and learning of shape classes (Shokoufandeh et al., 1999). One of the problems that arises in the analysis of structural abstractions of shape is graph clustering (Bunke and Shearer, 1998). Traditionally, there are two approaches to the problem. The first of these is to maintain a class prototype, and to cluster by iteratively merging graphs together (Lozano and Escolano, 2003; Bunke et al., 2003; Jain and Wysotzki, 2004). The second approach, which avoids the need to maintain a class prototype, is to apply pairwise clustering methods to the edit distance between graphs (Sanfeliu and Fu, 1983; Tsai and Fu, 1983; Bunke, 1997; Bunke, 1999; Torsello and Hancock, 2001). Unfortunately, both of these methods involve computing correspondence between nodes, and since this is potentially an NP-hard problem, the computational overheads can be large.

Turning our attention to the first approach, there has been some research aimed at applying central clustering techniques to cluster graphs. However, rather than characterizing them in a statistical manner, a structural characterization is adopted. For instance, both Lozano and Escolano (Lozano and Escolano, 2003), and Bunke et al. (Bunke et al., 2003) summarize the data using a supergraph. Each sample can be obtained from the supergraph using edit operations. However, the way in which the supergraph is learned or estimated is not statistical in nature. Munger, Bunke and Jiang(Bunke et al., 1999) have recently developed a genetic algorithm for searching for the median graph. Jain and Wysotzki adopt a geometric approach which aims to embed graphs in a high dimensional space by means of the Schur-Hadamard inner product (Jain and Wysotzki, 2004). Central clustering methods are then deployed to learn the class structure of the graphs.

As far as the second approach is concerned, many authors have employed
the concept of graph edit distance to measure the structural similarity of graphs. The idea here is to perform elementary editing operations on a graph, such as edge or node insertion and deletion, to make pairs of graphs isomorphic. Each operation has an associated "cost", and the minimum total cost of the set of edit operations can be used to gauge the similarity of the graphs. For example, Fu et al (Sanfeliu and Fu, 1983; Tsai and Fu, 1983) have computed similarities using separate edit costs for relabeling, insertion and deletion on both nodes and edges. A search is necessary to locate the set of operations which have minimal cost. More recently, Bunke (Bunke, 1997; Bunke, 1999) has established a relationship between the minimum graph edit distance and the size of the maximum common subgraph. Torsello and Hancock (Torsello and Hancock, 2001) have exploited this relationship to cast the problem into a continuous optimization framework. Shapiro and Haralick (Shapiro and Haralick, 1981) have exploited a similarity measure based on the number of consistent structural relationships in pairs of graphs. Again a search is exploited to locate the best correspondence mapping between the nodes.

There are two main conclusions to draw from this literature on graph clustering. Firstly, the calculation of graph similarity requires the solution of the correspondence problem as a prerequisite. As mentioned before this problem is typically NP-hard and therefore computationally expensive. Secondly, there is no clear consensus on how to compute the similarity of graphs.

An alternative way to capture graph structure has been to use the spectrum of the Laplacian matrix (Chung, 1997; Sachs et al., 1980; Biggs, 1993). Many authors have used the spectral graph theory to characterize the similarity between graphs for pairwise clustering and extract feature vectors from graphs to which centred clustering techniques can be applied. Horaud and Sossa (Horaud and Sossa, 1995) have applied the spectral graph theory to image database indexing
by comparing the co-efficients of the polynomials of the Laplacian matrix of the weighted graph extracted from the image. This representation was used for indexing a large database of line drawings. In related work, Sengupta and Boyer (Sengupta and Boyer, 1998) have proposed a spectral method for line-pattern graph database partitioning. Shokoufandeh, Dickinson and Siddiqi (Shokoufandeh et al., 1999) have used topological spectra to index tree structures. Luo, Wilson and Hancock (Luo et al., 2003) have used the spectrum of the adjacency matrix to construct feature vectors for graph characterization, and Wilson and Hancock (Wilson et al., 2003) have extended this earlier work by using the algebraic graph theory to construct permutation invariant polynomials from the eigenvectors of the Laplacian matrix. One way of viewing these methods is to construct a low-dimensional feature space that captures the topological structure of the graphs under study.

### 2.5 Statistical Model for Graphs

In this section we will describe a number of attempts aimed at developing probabilistic models for variations in graph structure. Some of the earliest work was that of Wong, Constant and You (Wong et al., 1990), who capture the variation in graph structure using a low order probability distribution. By introducing an entropy measure and using an appropriate threshold, clusters of attributed graphs can be synthesized. The probability distributions of the random graphs can be used to characterize the statistical variations of the contextual and structural characteristics of each cluster. Bagdanov and Worring (Bagdanov and Worring, 2003) have overcome some of the computational difficulties associated with this method by using continuous Gaussian distributions to model the densities of the elements in a random graph. Since the pattern graph plays an important
role in structure pattern recognition (Pavlidis, 1977; Miclet, 1986), there are potentially many applications for statistical models of graph structure. Examples include character recognition (Kim and Kim, 2001; Wong et al., 1990), occluded face recognition (Alquezar et al., 1998), and recently document classification (Cesarini et al., 1999; Doermann et al., 1997).

For point patterns, Cootes and Graham (Cootes et al., 1995) introduced point distribution models, which can be used to capture the variation within a set of shapes. Each shape is described by a long vector that contains the coordinates of the landmarks. A sample of shapes represented in this way is characterized using the mean and the covariance for the long vectors. The modes of the variation for this point distribution model are computed by performing PCA on the sample covariance matrix. However, this method can only capture the variation within point-sets extracted from the images. It can not be directly applied to capture the variations within graphs.

When it comes to problems of graph matching Hancock and Kittler (Hancock and Kittler, 1990) have developed a probabilistic relaxation method for image labeling using a Bayesian framework to construct a support function for different object arrangements. Christmas, Kittler and Petrou(Christmas et al., 1995) extended this work by making it more applicable to general attributed relational graph matching problems. Wilson and Hancock (Wilson and Hancock, 1997) have developed a Bayesian framework for discrete relaxation while modeling the probabilistic distribution for matching errors using an exponential function of Hamming distance. These methods can be used to transform the graph matching problem into the statistical optimization problems. Optimization may then be achieved using genetic algorithm, iterative search or mean field annealing. There is also a considerable body of related literature in the graphical models community concerned with learning the structure of Bayesian networks from
data (Heckerman et al., 1995).

### 2.6 Conclusion

Based on the review of the related literature, we may draw several conclusions. First, although the heat kernel is an important component of spectral graph theory, it has not been thoroughly investigated or applied for the purposes of solving problems from computer vision and pattern recognition. In this thesis, we will investigate the feasibility of extracting useful information from the graph heat kernel as a means of graph characterization. We will demonstrate that the resulting methods outperform traditional spectral methods for graph clustering.

Second, currently manifold learning theory (Roweis and Saul, 2000; Tenenbaum et al., 2000; Belkin and Niyogi, 2000)etc. is restricted to dimensional data reduction. Using a distance function deduced from the heat kernel analysis, ISOMAP (Tenenbaum et al., 2000) can be used for the purpose of graph embedding. We map the nodes of a graph to point-sets in a vector space. The distribution of the embedded node position can be used for graph characterization.

The third point from the literature review is that graph embedding can be combined with a point-set distribution model (Cootes et al., 1995) to construct a generative model for graph structure. Here we introduce the heat kernel embedding. The nodes of the graph are mapped to high dimensional vectors in a new manifold. We solve the node correspondence between two graphs by performing alignment on the node position vectors in the mapped space. For a set of graphs, the heat kernel mapping and alignment are performed to compute the sample mean and covariance matrix for the embedded node vector position. Variations within the graph sample are computed from the eigendecomposition on the co-
variance matrix.

## Chapter 3

## Heat Kernel Invariants

### 3.1 Introduction

Graph clustering is an important issue in computer vision and pattern recognition, since graphs can be used for the high-level abstraction of scene and object structure. The idea of graph clustering is to divide graphs into different groups based on the structural properties of the sample of graphs. Although graph structures have been proved useful in both the low-level and high-level vision, they are computationally cumbersome because of the need to establish reliable correspondence between nodes. Standard graph clustering methods (Lozano and Escolano, 2003; Bunke et al., 2003; Jain and Wysotzki, 2004; Sanfeliu and Fu, 1983; Tsai and Fu, 1983; Bunke, 1997; Bunke, 1999; Torsello and Hancock, 2001) need to solve the correspondence problems between nodes first. Again this is a potentially NP-hard problem and the computational overheads can be large. Recently spectral graph theory has been applied to graph clustering (Horaud and Sossa, 1995; Shokoufandeh et al., 1999; Sengupta and Boyer, 1998). Luo, Wilson and Hancock (Luo et al., 2003; Wilson et al., 2003) have proposed permutation invariant spectral features for graph clustering. These methods for graph clustering do not need to solve the nodes correspondence problems, but
they are restricted to using only part of information from the spectrum of the Laplacian matrix.

The heat kernel plays an important role in spectral graph theory. The heat kernel matrix of the graph encapsulates the way in which information flows through the edges of the graph over time. However, the research into the heat kernel is at an early stage. It has not been applied widely in computer vision and pattern recognition until recently. The aim in this chapter is to investigate whether we can extract useful and stable permutation invariants from the heat kernel as a means of graph clustering.

The outline of this chapter is as follows. We will first explore whether the trace of the heat kernel (Yau and Schoen, 1988; Chung and Yau, 1997) can be used for the purpose of characterizing graphs. The trace of the heat kernel is found by summing a series of terms, each of which is the result of exponentiating a Laplacian eigenvalue with time. As a result the heat kernel trace is a function whose parameters are the Laplacian eigenvalues and whose argument is time. Our aim is to explore whether the shape of this function can be used to characterize the corresponding graph. Our idea is to measure the shape of the heat kernel trace by taking moments with respect to time. Using the Mellin transform it is straightforward to show that the moment generating function is related to the zeta function of the graph, which is a series found by exponentiating and summing the reciprocals of the non-zero eigenvalues of the Laplacian. We construct a feature vector whose components are the values of the zeta function with integer argument.

Moreover, the derivative of the zeta function at the origin is related to the product of the non-zero Laplacian eigenvalues. We will also explore the use of the derivative of the zeta function as a means of characterizing graph structure for the purposes of clustering.

We then turn to the heat content, i.e. the sum of the elements of the heat kernel. The heat content can be expanded as a polynomial over time, and the coefficients of the polynomial are known to be permutation invariants. We demonstrate how the polynomial co-efficients can be computed from the Laplacian eigensystem. Graph clustering is performed by applying principal components analysis to vectors constructed from the polynomial co-efficients.

For our experiments we use publically available datasets, namely the COIL and Oxford-Caltech databases. We show how the manifold learning theory and spectral methods can be combined to solve the image classification problem.

### 3.2 Heat Kernel on Graphs

To commence, suppose that the graph under study is denoted by $G=(V, E)$ where $V$ is the set of nodes and $E \subseteq V \times V$ is the set of edges. Since we wish to adopt a graph spectral approach we introduce the adjacency matrix $A$ for the graph where the elements are

$$
A(u, v)= \begin{cases}1 & \text { if } u, v \in E  \tag{3.1}\\ 0 & \text { otherwise }\end{cases}
$$

We also construct the diagonal degree matrix $D$, whose elements are given by $D(u, u)=\sum_{v \in V} A(u, v)$. From the degree matrix and the adjacency matrix we construct the Laplacian matrix $L=D-A$, i.e. the degree matrix minus the adjacency matrix,

$$
L(u, v)= \begin{cases}d_{v} & \text { if } u=v  \tag{3.2}\\ -1 & \text { if } u \text { and } v \text { are adjacent } \\ 0 & \text { otherwise }\end{cases}
$$

$d_{v}$ is $D$ matrix's $D(v, v)$ value. The normalized Laplacian is given by

$$
\hat{L}(u, v)= \begin{cases}1 & \text { if } u=v \text { and } d_{v} \neq 0  \tag{3.3}\\ -\frac{1}{\sqrt{d_{u} d_{v}}} & \text { if } u \text { and } v \text { are adjacent } \\ 0 & \text { otherwise }\end{cases}
$$

and can be written as $\hat{L}=D^{-\frac{1}{2}} L D^{-\frac{1}{2}}$. The spectral decomposition of the normalized Laplacian matrix is $\hat{L}=\Phi \Lambda \Phi^{T}$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{|V|}\right)\left(\lambda_{1}<\right.$ $\left.\lambda_{2}<\ldots<\lambda_{|V|}\right)$ is the diagonal matrix with the ordered eigenvalues as elements and $\Phi=\left(\phi_{1}\left|\phi_{2}\right| \ldots . \mid \phi_{|V|}\right)$ is the matrix with the ordered eigenvectors as columns. Since $\hat{L}$ is symmetric and positive semi-definite, the eigenvalues of the normalized Laplacian are all non-negative. The number of zero eigenvalues is the number of isolated cliques in the graph. For a connected graph, there is only one eigenvalue which equals zero. The eigenvector associated with the smallest non-zero eigenvector is referred to as the Fiedler-vector (Chung, 1997).

We are interested in the heat equation associated with the Laplacian, and this is given by.

$$
\begin{equation*}
\frac{\partial h_{t}}{\partial t}=-\hat{L} h_{t} \tag{3.4}
\end{equation*}
$$

where $h_{t}$ is the heat kernel and $t$ is time. The "heat kernel" is the fundamental solution of the heat equation. It can be viewed as describing the flow of information across the edges of the graph with time. The rate of flow is determined by the Laplacian of the graph. The solution to the heat equation is

$$
\begin{equation*}
h_{t}=e^{-t \hat{L}} \tag{3.5}
\end{equation*}
$$

From (Chung, 1997) we can proceed to compute the heat kernel on a graph by
exponentiating the Laplacian eigenspectrum, i.e.

$$
\begin{equation*}
h_{t}=\sum_{i=1}^{|V|} \exp \left[-\lambda_{i} t\right] \phi_{i} \phi_{i}^{T}=\Phi \exp [-\Lambda t] \Phi^{T} \tag{3.6}
\end{equation*}
$$

The heat kernel is a $|V| \times|V|$ size matrix, and for the nodes $u$ and $v$ of the graph $G$ the resulting element is

$$
\begin{equation*}
h_{t}(u, v)=\sum_{i=1}^{|V|} \exp \left[-\lambda_{i} t\right] \phi_{i}(u) \phi_{i}(v) \tag{3.7}
\end{equation*}
$$

When $t$ tends to zero, then $h_{t} \simeq I-\hat{L} t$, i.e. the kernel depends on the local connectivity structure or topology of the graph. If, on the other hand, $t$ is large, then $h_{t} \simeq \exp \left[-\lambda_{2} t\right] \phi_{2} \phi_{2}^{T}$, where $\lambda_{2}$ is the smallest non-zero eigenvalue and $\phi_{2}$ is the associated eigenvector, i.e. the Fiedler vector. Hence, the large time behavior is governed by the global structure of the graph.

### 3.3 Heat Kernel Invariants

In this section we will describe a set of invariants that can be computed from the heat kernel matrix of the graph. These include the heat kernel trace, the zeta function, heat content invariants, and the derivative of zeta function at origin.

### 3.3.1 Heat Kernel Trace

The trace of the heat kernel is

$$
\begin{equation*}
Z(t)=\operatorname{Tr}\left[h_{t}\right]=\sum_{i=1}^{|V|} \exp \left[-\lambda_{i} t\right] \tag{3.8}
\end{equation*}
$$

and it is the sum of the diagonal elements of the heat kernel matrix of the graph, where the $\lambda_{i}$ is the eigenvalue of the normalized Laplacian matrix.

To provide an illustration of the potential utility of the trace formula, in Figure 3.1 we show four small graphs with rather different topologies. Figure 3.2 shows the trace of the heat kernel as a function of $t$ for the different graphs. From the plot it is clear that the curves have a distinct shape and could form the basis of a useful representation to distinguish graphs. For instance, the more "dumbbell" shaped the graph the more strongly peaked the trace of the heat kernel at the origin. This is due to the fact that the spectral gap, i.e. the size of $\lambda_{2}$, determines the rate of decay of the trace with time, and this in turn is a measure of the degree of separation of the graph into strongly connected subgraphs or "clusters", and this is again due to the fact that for a connected graph, $\lambda_{1}=0$

$$
Z(t)=1+\exp \left[-\lambda_{2} t\right]+\exp \left[-\lambda_{3} t\right]+\ldots+\exp \left[-\lambda_{N} t\right]
$$



Figure 3.1: Four graphs used for heat kernel trace analysis.


Figure 3.2: Heat kernel trace as a function of $t$ for four graphs from Figure 3.1.

### 3.3.2 Zeta Function and Heat Kernel Trace Moments

The aim in this section is to use the shape of the heat kernel trace function as a means of characterizing graph structure. Our characterization is found by taking moments of trace function over time. Here we introduce the zeta function, which has a strong relation with the heat kernel trace.

To commence our development, we consider the zeta function associated with the Laplacian eigenvalues. The zeta function is defined by

$$
\begin{equation*}
\zeta(s)=\sum_{\lambda_{i} \neq 0} \lambda_{i}^{-s} \tag{3.9}
\end{equation*}
$$

In other words, it is the result of exponentiating and summing the reciprocal of the non-zero Laplacian eigenvalues.

To establish the link between the zeta function and the trace of the heat kernel we make use of the Mellin transform. The Mellin Transform of the function $f(t)$ is

$$
\begin{equation*}
w(s)=\int_{0}^{\infty} t^{s-1} f(t) d t \tag{3.10}
\end{equation*}
$$

From the Mellin Transform

$$
\begin{equation*}
\lambda_{i}^{-s}=\frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1} f(t) d t \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
f(t)=\exp \left(-\lambda_{i} t\right) \tag{3.12}
\end{equation*}
$$

In the equation above $\Gamma(s)$ is the gamma function and

$$
\begin{equation*}
\Gamma(s)=\int_{0}^{\infty} t^{s-1} \exp [-t] d t \tag{3.13}
\end{equation*}
$$

Hence, we can write the zeta function as a moment generating function

$$
\begin{equation*}
\zeta(s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1} \sum_{\lambda_{i} \neq 0} \exp \left[-\lambda_{i} t\right] d t \tag{3.14}
\end{equation*}
$$

The sum of exponentials inside the integral is clearly linked to the trace of the heat kernel. To show this we make use of the fact that

$$
\begin{equation*}
\operatorname{Tr}\left[h_{t}\right]=C+\sum_{\lambda_{i} \neq 0} \exp \left[-\lambda_{i} t\right] \tag{3.15}
\end{equation*}
$$

where $C$ is the multiplicity of the zero eigenvalue of the Laplacian, or the number of connected components of the graph. Substituting this result back into the Mellin transform, we have

$$
\begin{equation*}
\zeta(s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1}\left\{\operatorname{Tr}\left[h_{t}\right]-C\right\} d t \tag{3.16}
\end{equation*}
$$

As a result the zeta function is related to the moments of the heat-kernel trace. It is hence a way of characterizing the shape of the heat kernel trace.

### 3.3.3 Zeta Function and Torsion

The zeta function is also linked to the determinant of the Laplacian. To show this, we re-write the zeta function in terms of the natural exponential with the result

$$
\begin{equation*}
\zeta(s)=\sum_{\lambda_{i} \neq 0} \lambda_{i}^{-s}=\sum_{\lambda_{i} \neq 0} \exp \left[-s \ln \lambda_{i}\right] \tag{3.17}
\end{equation*}
$$

The derivative of the zeta function is given by

$$
\begin{equation*}
\zeta^{\prime}(s)=\sum_{\lambda_{i} \neq 0}\left\{-\ln \lambda_{i}\right\} \exp \left[-s \ln \lambda_{i}\right] \tag{3.18}
\end{equation*}
$$

At the origin the derivative takes on the value

$$
\begin{equation*}
\zeta^{\prime}(0)=\sum_{\lambda_{i} \neq 0}\left\{-\ln \lambda_{i}\right\}=\ln \left\{\prod_{\lambda_{i} \neq 0}\left(\frac{1}{\lambda_{i}}\right)\right\} \tag{3.19}
\end{equation*}
$$

According to Rosenberg (Rosenberg, 2002) the derivative at the zeta function at the origin is linked to the torsion $T$, and

$$
\begin{equation*}
\zeta^{\prime}(0)=-\ln \operatorname{Det}[T] \tag{3.20}
\end{equation*}
$$

In our experiments, we will use the value of $\zeta^{\prime}(0)$ as a graph characteristic, and explore whether it can be used to distinguish different graphs.

### 3.3.4 Unitary Attributes with Symmetric Polynomials

Because of the zeta function, the derivative of zeta function at the origin can provide important features for graph characterization. In this section we illustrate its relationship with the symmetric polynomial method (Wilson et al., 2003) introduced by Wilson and Hancock.

In their recent paper Wilson, Hancock and Luo (Wilson et al., 2003) have reported a family of invariants that can be computed by applying symmetric polynomials to the elements from the graph spectral matrix. The spectral matrix is obtained by performing eigendecomposition on the Laplacian matrix $L$ of the graph, $L=\sum_{i=1}^{n} l_{i} u_{i} u_{i}^{T}$, where $l_{i}$ is the $i$ th eigenvalue $u_{i}$ is the corresponding eigenvector of the symmetric Laplacian $L$. The spectral matrix $C$ is defined as

$$
\begin{equation*}
C=\left(\sqrt{l_{1}} u_{1}, \sqrt{l_{2}} u_{2}, \ldots, \sqrt{l_{n}} u_{n}\right)^{T} \tag{3.21}
\end{equation*}
$$

It can also be written as $C=\sqrt{\Lambda_{L}} \Phi_{L}$, where $\Lambda_{L}$ and $\Phi_{L}$ are the eigen matrices of the Laplacian matrix corresponding to the eigenvalues and eigenvectors.

We turn our attention to the symmetric polynomials. A symmetric polynomial on $n$ variables $v_{1}, v_{2}, \ldots v_{n}$ is a function that is unchanged by any permutation of its variables. In other words, the symmetric polynomials satisfy

$$
\begin{equation*}
f\left(y_{1}, y_{2}, \ldots, y_{n}\right)=f\left(v_{1}, v_{2}, \ldots, v_{n}\right) \tag{3.22}
\end{equation*}
$$

where $y_{i}=v_{\pi(i)}$ and $\pi$ is an arbitrary permutation of the indices $1,2, \ldots, n$.
There are two sets of common symmetric polynomials, the elementary symmetric polynomials and power-sum symmetric polynomials. For a set of variables $\left\{v_{1}, v_{2} \ldots v_{n}\right\}$ the elementary symmetric polynomials are defined as

$$
\begin{aligned}
S_{1}\left(v_{1}, \ldots v_{n}\right) & =\sum_{i=1}^{n} v_{i} \\
S_{2}\left(v_{1}, \ldots v_{n}\right) & =\sum_{i=1}^{n} \sum_{j=i+1}^{n} v_{i} v_{j} \\
\vdots & \\
S_{r}\left(v_{1}, \ldots v_{n}\right) & =\sum_{i_{1}<i_{2}<\cdots<i_{r}} v_{i_{1}} v_{i_{2}} \ldots v_{i_{r}} \\
\vdots & \\
S_{n}\left(v_{1}, \ldots v_{n}\right) & =\prod_{i=1}^{n} v_{i}
\end{aligned}
$$

The output for the $n$ set input variable $\left\{v_{1}, v_{2} \ldots v_{n}\right\}$ is $S_{1}, S_{2}, \ldots, S_{n}$.
The power-sum symmetric polynomial functions, which are defined as below,

$$
\begin{aligned}
P_{1}\left(v_{1}, \ldots v_{n}\right) & =\sum_{i=1}^{n} v_{i} \\
P_{2}\left(v_{1}, \ldots v_{n}\right) & =\sum_{i=1}^{n} v_{i}^{2} \\
\vdots & \\
P_{r}\left(v_{1}, \ldots v_{n}\right) & =\sum_{i=1}^{n} v_{i}^{r}
\end{aligned}
$$

$$
P_{n}\left(v_{1}, \ldots v_{n}\right)=\sum_{i=1}^{n} v_{i}^{n}
$$

also form a basis set over the set of symmetric polynomials. Any polynomial function which is invariant to permutation of the variable indices $\left(v_{i}, v_{2}, \ldots, v_{n}\right)$ can be expressed in terms of one of these sets of polynomials. The two sets of polynomials are related to one another by the Newton-Girard formula:

$$
\begin{equation*}
S_{r}=\frac{(-1)^{r+1}}{r} \sum_{k=1}^{r}(-1)^{k+r} P_{k} S_{r-k} \tag{3.23}
\end{equation*}
$$

where we have used the shorthand $S_{r}$ for $S_{r}\left(v_{1}, \ldots ., v_{n}\right)$ and $P_{r}$ for $P_{r}\left(v_{1}, \ldots, v_{n}\right)$. As a consequence, the elementary symmetric polynomials $S_{r}$ can be efficiently computed using the power-sum symmetric polynomials. (Wilson et al., 2003) Wilson, Luo and Hancock proposed to use the elements of the spectral matrix $\sqrt{\Lambda_{L}} \Phi_{L}$ as input for the symmetric polynomial to compute the invariants for graph characterization.

There are of course alternative invariants that can be computed from the spectrum of the Laplacian. The most obvious of these is the sum of eigenvalues or the trace of the normalized Laplacian eigenvalue matrix of the graph.

$$
\begin{equation*}
S_{1}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)=\sum_{i=1}^{n} \lambda_{i} \tag{3.24}
\end{equation*}
$$

Then if we use the eigenvalues of the normalized Laplacian matrix as input for the symmetric polynomial $S_{r}$, the first symmetric polynomial is also the trace of the normalized Laplacian and the last, which is $S_{1}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)=\prod_{i=1}^{n} \lambda_{i}$, is related to the derivative of the zeta function at the origin. Moreover, (Wilson et al., 2003) Wilson, Hancock and Luo found it necessary to perform logarithmic
squashing of the polynomials to bring them into a convenient dynamic range. This property arises naturally through the analysis of the zeta function 3.17.

In our experiments, we will use the symmetric polynomial to construct unitary attributes for graph characterization. The input for the symmetric polynomial are the columns of the spectral matrix and the eigenvalues of the normalized Laplacian matrix.

### 3.3.5 Heat Content Invariants

In this chapter, we continue considering the heat kernel trace and have explored several techniques for graph characterization based upon it. However, the trace of the heat kernel has limited use for characterizing graphs, since for each value of time it provides only a single scalar attribute. Hence, it must either be sampled with time or a fixed time value has to be selected. In a recent paper McDonald and Meyers (McDonald and Meyers, 2002) have described a set of differential invariants that can be derived from the heat content of the heat kernel. The heat content is the sum of the entries of the heat kernel over the nodes of the graph and is given by

$$
\begin{equation*}
Q(t)=\sum_{u \in V} \sum_{v \in V} h_{t}(u, v)=\sum_{u \in V} \sum_{v \in V} \sum_{k=1}^{|V|} \exp \left[-\lambda_{k} t\right] \phi_{k}(u) \phi_{k}(v) \tag{3.25}
\end{equation*}
$$

McDonald and Meyers (McDonald and Meyers, 2002) have shown that the heat content can be expanded as a polynomial in time, i.e.

$$
\begin{equation*}
Q(t)=\sum_{m=0}^{\infty} q_{m} t^{m} \tag{3.26}
\end{equation*}
$$

Using the MacLaurin Series $\exp \left[-\lambda_{k} t\right]$ can be expanded as $\exp \left[-\lambda_{k} t\right]=1+\left(-\lambda_{k}\right) t+\frac{\left(-\lambda_{k}\right)^{2} t^{2}}{2!}+\ldots+\frac{\left(-\lambda_{k}\right)^{m} t^{m}}{m!}+\ldots=\sum_{m=0}^{\infty} \frac{\left(-\lambda_{k}\right)^{m} t^{m}}{m!}$

Substituting the MacLaurin expansion with equation 3.25, we have
$Q(t)=\sum_{u \in V} \sum_{v \in V} \sum_{k=1}^{|V|} \exp \left[-\lambda_{k} t\right] \phi_{k}(u) \phi_{k}(v)=\sum_{m=0}^{\infty} \sum_{u \in V} \sum_{v \in V} \sum_{k=1}^{|V|} \phi_{k}(u) \phi_{k}(v) \frac{\left(-\lambda_{k}\right)^{m} t^{m}}{m!}$

As a result the co-efficients $q_{m}$ appearing in the polynomial expansion of $Q(t)$ are given by

$$
\begin{equation*}
q_{m}=\sum_{k=1}^{|V|}\left\{\left(\sum_{u \in V} \phi_{k}(u)\right)^{2}\right\} \frac{\left(-\lambda_{k}\right)^{m}}{m!} \tag{3.27}
\end{equation*}
$$

The $q_{m}$ can be treated as a set of invariants which can be used for graph characterization since the co-efficient values are a set of unique values for each graph. In this part, we will explore the use of the polynomial co-efficients for the purpose of graph clustering. To do this we construct a feature vector $\vec{B}=$ $\left(q_{1}, q_{2}, \ldots, q_{k}\right)^{T}$ from the $k$ leading co-efficients of the heat content polynomial to compare our method with a standard spectral representation. We also compare the use of the vector of leading Laplacian eigenvalues $\vec{B}=\left(l_{1}, l_{2}, \ldots, l_{k}\right)^{T}$ as a feature vector.

### 3.3.6 Principal Components Analysis

After constructing the feature vector $\vec{B}$, our next aim is to construct a patternspace for a set of graphs with pattern vectors $\vec{B}_{k}, k=1, \ldots, M$. There are a number of ways in which the graph pattern vectors can be analyzed. Here, for the sake of simplicity, we use principal components analysis (PCA). We commence by constructing the matrix $S=\left[\vec{B}_{1}\left|\vec{B}_{2}\right| \ldots\left|\vec{B}_{k}\right| \ldots \mid \vec{B}_{M}\right]$ with the graph feature vectors as columns. Next, we compute the covariance matrix for the ele-
ments of the feature vectors by taking the matrix product $\sum=\hat{S} \hat{S}^{T}$, where $\hat{S}$ is computed by substracting the mean of the feature vectors from each column of the matrix $S$. We extract the principal components directions by performing the eigendecomposition $\sum=\sum_{i=1}^{M} l_{i} \vec{u}_{i} \vec{u}_{i}^{T}$ on the covariance matrix $\sum$, where the $l_{i}$ are the eigenvalues and the $\vec{u}_{i}$ are the eigenvectors. We use the first $s$ leading eigenvectors (3 in practice for visualization purposes) to represent the graphs extracted from the images. The co-ordinate system of the eigenspace is spanned by the s orthogonal vectors $\vec{U}=\left(\vec{u}_{1}, \vec{u}_{2}, \ldots, \vec{u}_{s}\right)$. The individual graphs represented by the vectors $B_{k}, k=1,2, \ldots, M$ can be projected onto this eigenspace using the formula $\vec{B}_{k}=\vec{U}^{T} \vec{B}_{k}$. Hence each graph $G_{k}$ is represented by an $s$-component vector $\vec{B}_{k}$ in the eigenspace.

### 3.4 Experiments

In this section we will apply our methods on the COIL and Oxford-Caltech databases and explain whether these invariants can be used for graph characterization. In the first part of this section we will describe the databases and show how to extract graph representations from the images. Second, we will show the results obtained for the databases using the heat kernel trace, symmetric polynomials and heat content invariants.

### 3.4.1 Database Description

In this and the next chapter we will use two databases, which are widely used in the object recognition literature. It might, therefore, be worthwhile to describe these databases.

The first one is the COIL database (Nene et al., 1996). We choose several objects from the database. For each object there are 72 images taken from the
equalized rotated position, 5 degrees per image. Figure 3.4 shows eight sample objects from the COIL database. For the purpose of demonstrating our method on graph clustering, we need to extract the graph representation from the image of the database. For the COIL database, we first extract the feature points using the method of Harris and Stephens (Harris and Stephens, 1994). The feature points or corners can be located by first computing the locally averaged moment matrix using the image gradient. The eigenvalues of the moment matrix can be used to compute a corner "strength". The locations of maximum values of the strength indicate the corner positions. We treat these feature points as nodes of a graph. The edge relations are computed by computing the Voronoi tessellations of the feature points, and constructing the region adjacency graph of the Voronoi regions. This process is called Delaunay triangulation. In Figure 3.5, superimposed on the images are the detected feature points and their associated Delaunay graphs. The extracted Delaunay graphs from the images are undirected and unweighted graphs.

The second dataset is the Oxford-Caltech database (Fergus et al., 2003). Compared with the COIL database the Oxford-Caltech is more realistic and complex. The database contains different images of each object or images of the same object from different viewpoints. A sample view is shown in Figure 3.6. For the images in this database we extract relational graphs as belows. First, for each image we use the Canny edge detector(Canny, 1986) to locate edges. From the detected edges we extract the line segments using contour polygonalization. We treat each line segment as a node in the relational graph. The edge weights for each pair of nodes are computed using the relative distance and relative angles attributes between the line segments using the method of Huet and Hancock (Huet and Hancock, 1999). In Figure 3.3 the relative distance $d_{\text {gap }}$ between two line segments $e_{i}$ and $e_{j}$ is computed by considering the distance of the straight
line joining the nearest end points of the two segments. The relative angle $\theta$ is found by computing the angle between the connecting straight line at the two end points of the two line segments. The weight $w\left(e_{i}, e_{j}\right)$ between two line segments $e_{i}$ and $e_{j}$ is given by

$$
w\left(e_{i}, e_{j}\right)=E_{\text {Proximity }}\left(e_{i}, e_{j}\right) \times E_{\text {Continuity }}\left(e_{i}, e_{j}\right)
$$

where $E_{\text {Proximity }}\left(e_{i}, e_{j}\right)$ represents the significance of proximity between two line segments and $E_{\text {Continuity }}\left(e_{i}, e_{j}\right)$ represents the continuity relationship between two line segments. Here $E_{\text {Proximity }}\left(e_{i}, e_{j}\right)$ is defined as

$$
E_{\text {Proximity }}\left(e_{i}, e_{j}\right)=1-\min \left(1, \frac{d_{\text {gap }}}{\min \left(l_{i}, l_{j}\right)}\right)
$$

where $l_{i}$ is the length of the line segment $e_{i}$ and $d_{\text {gap }}$ is the minimum distance between the end points of two line segments. The quantity $E_{\text {Continuity }}\left(e_{i}, e_{j}\right)$ is defined as

$$
E_{\text {Continuity }}\left(e_{i}, e_{j}\right)=\min \left(\frac{l_{i}+l_{j}}{l_{i}+l_{j}+d_{\text {gap }}}, \cos ^{2}(\theta)\right)
$$

The weighted links between the line segments aim to capture regular Gestalt inspired relationships of proximity and continuity (Sarkar and Boyer, 1993). The graphs obtained in this way are undirected.

### 3.4.2 Heat Kernel Trace Experiments

We have experimented with the two characterizations of the heat kernel trace. The first of these are the values of the zeta function with integer argument. As shown above the zeta function is related to the moments of the heat kernel trace, and is a measure of its shape. The second characterization is the slope of the zeta function at the origin.


Figure 3.3: Relationship between two line segments.


Figure 3.4: Example images of objects from the COIL database.


Figure 3.5: Eight objects with their Delaunay graphs overlaid.

We commence by illustrating the behavior of the zeta function for the images of objects from the COIL database. In this experiment we will choose 8 objects from the COIL database. From left-to-right and top-to-bottom in Figure 3.7 we show the values of $\zeta(1), \zeta(2), \zeta(3)$ and $\zeta(4)$ as a function of view number for the eight objects. The different curves in the four plots correspond to the different objects. The main feature to note is that the curves for the different objects are well separated, and that the individual values of the zeta function do not vary significantly with view number. For small integer input, i.e. $s=1, s=2$, the fluctuations in the outputs in Figure 3.7 are generally small. However, the fluctuation is large when $s=4$. This is because when $s$ becomes large the small eigenvalues will play a dominant role in the $\zeta$ function.

In Figure 3.8 we show the result of performing principal components analysis on a feature vector $B=(\zeta(1), \zeta(2) \ldots ., \zeta(N))^{T}$ which has as its components the zeta function evaluated at the integers 1 to $N$. In order for the computation to be convenient and the experiments to be synchronized, we choose $N=6$ to construct the feature vector for each graph. In the following experiments in this Chapter, for different graph characterizations we will construct the


Figure 3.6: Example images from the Oxford-Caltech database.
feature vector, which has a length of six, for each graph. Here we project the graphs onto the eigenspace spanned by the first three eigenvectors of the feature vector covariance matrix as explained in section 3.3.6. The different objects are denoted by points of a different color. The different objects are well separated in the eigenspace. For comparison in Figure 3.9 we show the result of repeating this analysis on a vector of leading eigenvalues of the Laplacian matrix $B=\left(l_{1}, l_{2} \ldots, l_{6}\right)^{T}$. In the eigenspace, the objects overlap, and the clustering is poorer.

In Figure 3.10 we repeat the analysis of the zeta function for the objects from the Caltech-Oxford database. For the graphs extracted from the Oxford-Caltech database we use the six leading zeta function values to construct the feature vector. We then perform PCA to project the graphs onto a three dimensional space. Again, good clusters are obtained. The graphs for the three objects are well separated.

We now turn our attention to the derivative of the zeta function at the origin. In Figures 3.12 and 3.11 we show the curves $\zeta^{\prime}(0)$ as a function of view number
for the Caltech-Oxford and COIL databases respectively. The curves are well separated for the different objects, and the fluctuations are relatively small. In fact in the case of the COIL data the derivative of the zeta function separates the objects better than the individual zeta function values. Figures 3.13 and 3.14 show histograms of $\zeta^{\prime}(0)$ for the different objects. These are well separated and do not overlap.

To show how the use of $\zeta^{\prime}(0)$ compares with the use of alternative unary graph features, in Figure 3.15 and 3.16 we show the node and edge frequencies for the COIL and Oxford-Caltech databases. The left plot in each figure is the histogram of the number of nodes for each graph and the right plot is the histogram of the number of edges for each graph. The different objects in these histograms overlap more than in the $\zeta^{\prime}(0)$ histograms for the databases. As a result the $\zeta^{\prime}(0)$ appears to be a powerful unary feature for graph clustering.

### 3.4.3 Unitary Attributes from Symmetric Polynomials

We have compared the slope of the zeta function at the origin, i.e. $\zeta^{\prime}(0)$, with the symmetric polynomials as unary features for discriminating graphs. The data used for this experiment are again the COIL and Oxford-Caltech databases.

We will first use the symmetric polynomial with the normalized Laplacian eigenvalues as input arguments to compute the unitary attributes. When the symmetric polynomial takes as its arguments the normalized Laplacian eigenvalues, then the lowest order polynomial is the sum of the eigenvalues, i.e. the trace of the normalized Laplacian, and the highest order polynomial is the product of non-zero normalized Laplacian eigenvalues. Hence,

$$
S_{|V|}\left(\lambda_{1}, \lambda_{2}, \ldots . ., \lambda_{|V|}\right)=\exp \left[\left(\zeta^{\prime}(0)\right)^{-1}\right]
$$



Figure 3.7: Zeta function $\zeta(s)$ with view number(from left to right, and top to bottom, $s=1,2,3$ and 4 respectively).


Figure 3.8: Zeta function clustering for the COIL database.


Figure 3.9: Spectral clustering for the COIL database.


Figure 3.10: Zeta function clustering for the Oxford-Caltech database.


Figure 3.11: Derivative of the zeta function at the origin for the COIL database.


Figure 3.12: Derivative of the zeta function at the origin for the Oxford-Caltech database.


Figure 3.13: Histogram of the derivative of the zeta function at the origin for the objects from the COIL database.


Figure 3.14: Histogram of the derivative of the zeta function at the origin for the objects from the Oxford-Caltech database.


Figure 3.15: Node number(left) and edge number(right) histograms for the COIL database.


Figure 3.16: Node number(left) and edge number(right) histograms for the Oxford-Caltech database.


Figure 3.17: Symmetric polynomials using spectral matrix elements for COIL(left) and Oxford-Caltech(right) databases.


Figure 3.18: Symmetric polynomials using normalized Laplacian eigenvalues for COIL(left) and Oxford-Caltech(right) databases.
where $|V|$ is the number of nodes in the graph.
In Figure 3.17 we plot the mean values from the symmetric polynomials over the set of object views as a function of their order. Here the arguments of the polynomials are the column elements of the spectral matrix $\sqrt{\Lambda_{L}} \Phi_{L}$. The different curves in the plot are for different objects. We choose 9 different symmetric polynomials for experiment. These are the first three symmetric polynomials $S_{1}, S_{2}, S_{3}$, the middle three symmetric polynomials $S_{f i x\left(\frac{N}{2}\right)-1}, S_{f i x\left(\frac{N}{2}\right)}, S_{f i x\left(\frac{N}{2}\right)+1}$ and last three symmetric polynomials $S_{N-2}, S_{N-1}, S_{N}$, where $N$ is the number of node in the graph. The error bars show the standard deviation over the different sets of views of the same object. The left-hand plot is for the COIL database and the right-hand plot is for the Oxford-Caltech database. Figure 3.18 repeats the analysis using the normalized Laplacian spectrum as the arguments of the polynomials.

From Figures 3.18 and 3.17 it is clear that the first three and last three symmetric polynomials computed using the normalized Laplacian eigenvalues and
spectral matrix elements as inputs can be used for object separation. We also get a better separation of objects when using the polynomials from the normalized Laplacian spectrum rather than the elements of the spectral matrix.

### 3.4.4 Heat Content Invariants Experiments

We now turn our attention to the invariants computed from the heat content characterization described in section 3.3.5. This time we will use the eight objects in Figure 3.4 for testing.

In Figure 3.19 we plot the four leading heat content invariants co-efficients $q_{1}, q_{2}, q_{3}$ and $q_{4}$ separately as a function of the view number for the eight objects selected from the COIL database. The co-efficients are relatively stable with viewpoint. In the left-hand panel of Figure 3.20 we show the result of performing PCA on the vectors of six leading polynomial co-efficients. For comparison, the right-hand panel in Figure 3.20 shows the corresponding result when we apply PCA to the vector of leading eigenvalues of the Laplacian matrix as we have described in section 3.4.2. The main qualitative feature is that the different views of the eight objects overlap more than when the heat content polynomial co-efficients are used.

### 3.4.5 Heat Kernel Invariants Comparison

To investigate the behavior of these methods i.e. heat kernel trace, heat content invariant, in a more quantitative way, we have computed the Rand index (Rand, 1971) for the different methods. The Rand index is defined as

$$
\begin{equation*}
R_{I}=\frac{C}{C+W} \tag{3.28}
\end{equation*}
$$



Figure 3.19: Individual heat content invariants as a function of view number.


Figure 3.20: Principal component analysis results of the heat content differential co-efficients(left) and Laplacian spectrum (right).
where $C$ is the number of agreements and $W$ is the number of disagreements in cluster assignment. If two objects are in the same cluster in both the ground truth clustering and the clustering from our experiment, this counts as an agreement. If two objects are in the same cluster in the ground truth clustering but in different clustering from our experiment, this counts as a disagreement. The index is hence the fraction of views of a particular class that are closer to an object of the same class than to one of another class. The Rand index takes a value in the interval $[0,1]$, where 1 corresponds to a perfect clustering.

Since we have already known the ground truth clustering before the experiments, finding out the clustering results from the low-dimensional embedded coordinates can use the original ground truth clustering results. In this part and the rest of the thesis, we use the K-nearest algorithm. The idea is for each embedded coordinate we search its K nearest neighbors. We then check the ground truth cluster numbers of these K neighbors to see if over half of these neighbors belong to the same category as its ground truth one. In our experiment we set K to 5 . For example, a graph where in the ground truth it belongs to the first object class. In the embedded coordinate space, we check its five nearest neighbors. If three or more of its neighbors also belong to the first object class in their ground truth clustering, then we say it is an agreement. Otherwise it is a disagreement. We repeat this process for all graphs used in the experiments and compute the Rand Index value according to the equation 3.28.

In the first experiment we use the Rand index to compare five different characterizations for graph clustering. We use the COIL database, which contains eight different objects and more than five hundred graphs, so it is more complex than the Oxford-Caltech database. The five different methods are the zeta function $\zeta$, symmetric polynomial computed using Laplacian eigenvalues and the spectral matrix elements as inputs, heat content invariants $q_{m}$, and traditional
spectral clustering. Since the derivative of the zeta function at the origin is a unary feature and the five characterizations above are not, we will not compare them with this. In Figure 3.8, the Rand index for zeta $\zeta$ function characterization clustering is 0.92 . For the symmetric polynomial clustering we use the first and last three symmetric polynomial values $S_{1}, S_{2}, S_{3}, S_{N-2}, S_{N-1}, S_{N}$ as feature vector for graph clustering. The Rand index value for the symmetric polynomial using Laplacian eigenvalues as inputs is 0.90 and the Rand index value for the symmetric polynomial using spectral matrix elements as inputs is 0.88. In Figure 3.20, the Rand index for the heat content co-efficients clustering is 0.96 while for the Laplacian eigenvalues it is 0.78 . This experiment shows that the best clustering result is from the heat content co-efficient characterization.

In the second experiment we evaluate the stability of the different graph characterizations. We now use six different methods for graph characterization. These are the five methods used above, together with the derivative of the zeta function at the origin. We generate a random graph (Zhu, 2006) with thirty five vertices and one hundred and twenty eight edges. We compute the Euclidean distance between the coordinate vector from the principal component analysis (PCA) projection of the graph feature vector and its modified variant obtained by deleting between 3 and 27 edges from the random graph. The edge to be deleted is chosen at random. For each deletion, we perform 30 trails in order to obtain an average distance and a standard deviation.

In Figure 3.21, the x -axis in each plot is the deleted edge number, while the $y$-axis is the mean Euclidean distance between the original random graph and the modified variant graph together with the standard deviation. These plots show that the five characterizations we proposed in this chapter give a relationship between the Euclidean distance and deleted edge number much close to a linear one, while the tradition spectral seems marginally less linear. In Table 3.1, we


Figure 3.21: Euclidean distance and standard deviation of the random graph experiments.

| Graph characterization method | 9 edge deletion | 15 edge deletion | 21 edge deletion | 27 edge deletion |
| :---: | :---: | :---: | :---: | :---: |
| Derivative of zeta function at origin | 0.0644 | 0.0607 | 0.0545 | 0.0527 |
| Heat content co-efficient | 0.0677 | 0.0650 | 0.0621 | 0.0592 |
| Zeta function | 0.0847 | 0.0830 | 0.0801 | 0.0758 |
| Symmetric polynomial with Laplacian eigenvalues | 0.1103 | 0.0978 | 0.0947 | 0.0911 |
| Symmetric polynomial with spectral matrix | 0.1221 | 0.1165 | 0.1132 | 0.1025 |
| Traditional Laplacian eigen spectrum | 0.1627 | 0.1608 | 0.1544 | 0.1503 |

Table 3.1: Relative deviations for six different graph characterizations.
show the relative deviation value, which is the standard deviation divided by the mean, for the six graph characterizations. The value gives an indication of the stability of the different graph characterization methods. From the result, it is clear that the invariants computed from the graph heat kernel can be used as stable ways for graph characterization. The five different graph characterizations proposed in this chapter outperformed the traditional spectral method in terms of both accuracy and stability. The derivative of the zeta function can be used as a unary feature for graph characterization.

### 3.5 Conclusion

In this chapter we have used several invariants computed from the heat kernel to characterize the graphs. First we have explored the use of the zeta function as a means of characterizing the shape of the heat kernel trace. Using the Mellin transform, we have shown that the zeta function is linked to the moment generating function of the heat kernel trace. We have also shown that the derivative of the zeta function at the origin is related to the determinant of the Laplacian matrix. Both characterizations work well on the COIL and Caltech-Oxford databases. Encouragingly, the derivative of the zeta function at the origin seems to be a unary feature that can be used to measure graph similarity.

The slope of the zeta function at the origin is related to the product of the
non-zero Laplacian eigenvalues, and is hence an invariant to the permutation of the node order of the graph. We have further investigated alternative unary permutation invariants by using the symmetric polynomial.

Finally we have explored how the use of heat content can lead to a series of invariants that can be used as an important feature to characterize the graphs. We have shown the effectiveness of this method on the real world images.

## Chapter 4

## Geometric Characterization of Graphs using Kernel Embedding

### 4.1 Introduction

In the previous chapter we have shown that we can extract useful and stable invariants from the heat kernel to characterize the graphs. In this chapter we will further explore the geometry of the graphs which resides on a manifold. To do so we need to develop a way to embed the nodes of graphs to points in a vector space on a manifold. In other words, we are seeking a mapping from the node-set of the graph to point-set in a vector space. In this chapter we will introduce two methods for graph embedding. Both of them depend on the analysis of the heat kernel of the graph.

One way is to use the ISOMAP (Tenenbaum et al., 2000) algorithm and multi-dimensional scaling to locate a low-distortion embedding of the Euclidean distance. We call this process parametric distance embedding. This is a technique that allows data specified in terms of relative distances rather than ordinal values to be embedded in a low-dimensional space in a way that minimizes the
distortion(or stress) of the distance pattern. To apply this technique to graphs we require a method of assigning a distance measure to the graph edges. Our distance function is furnished by an analysis of the heat kernel. When the manifold on which the nodes of the graph reside is locally Euclidean, then the heat kernel may be approximated by a Gaussian function of the geodesic distance between nodes. By equating the spectral and Gaussian forms of the kernel, we can estimate the Euclidean distances between the nodes of the graph under study. The geodesic distance (i.e the shortest distance on the manifold) is given by the floor of the path-length distribution, and this may be computed from the Laplacian spectrum. The manifold may be approximately reconstructed by using multidimensional scaling to locate a low-distortion embedding of the Euclidean distances.

Another way to embed the node-set of the graph to point-set in a vector space is to perform Young-Householder decomposition (Young and Householder, 1938) on the graph heat kernel. Without computing any distances we only use values contained in the heat kernel as the weights between nodes in the graph. YoungHouseholder eigendecomposition is then performed on the matrix to map the node of the graph to a high dimensional vector. We call this process heat kernel embedding.

Once embedded in the vector space by using these two methods, we can perform a number of graph manipulation tasks by applying simple point pattern analysis algorithms to the mapped node positions, since the node distributions reflect the geometry information contained in the graph. Here we focus on the problem of graph clustering. Our approach is to extract feature vectors to characterize the point distributions that result from embedding the nodes of the graphs. We introduce two ways to characterize the embedded point vectors. The first method is to use statistical moments. The second method is to use a spectral
characterization. Then each graph has an associated feature vector that characterizes how its nodes are distributed in the embedded space. Sets of graphs can be projected into a pattern space by performing principal components analysis (PCA) on the feature vectors.

We will introduce a third way, the sectional curvature, to characterize the graphs geometries based on the Euclidean distances deduced from the two embedding methods. The difference between the geodesic and Euclidean distances can be used to compute the sectional curvatures associated with the edges of the graph. The sectional curvature can also be used for graph characterization. To characterize the manifold on which the graph resides, we use the normalized histogram of sectional curvatures. By performing principal component analysis on long vectors representing the histogram bin-contents, we can construct a pattern space for sets of graphs.

### 4.2 Parametric Distance Embedding

In this section we introduce the first graph embedding method, which we refer to as parametric distance embedding. We begin with the Euclidean distance deduced by equating the spectral and Gaussian forms of the heat kernel. From the Euclidean distance we can construct a distance matrix for each graph. Isomap (Tenenbaum et al., 2000) is performed on the distance matrix to embed the nodes of graphs to points in a vector space.

### 4.2.1 Euclidean Distance from Heat Kernel

In the previous chapter, we gave the definitions on the adjacency matrix, Laplacian matrix and normalized Laplacian matrix of a graph. We also gave the solution of the heat kernel on the graph. It is interesting to note that the heat kernel is
also related to the path length distribution on the graph. To show this, consider the matrix $P=I-\hat{L}$, where $I$ is the identity matrix. The heat kernel can be rewritten as $h_{t}=e^{-t(I-P)}$. We can perform the MacLaurin expansion on the heat kernel to re-express it as a polynomial in $t$. The result of this expansion is

$$
\begin{equation*}
h_{t}=e^{-t}\left(I+t P+\frac{(t P)^{2}}{2!}+\frac{(t P)^{3}}{3!}+\ldots\right)=e^{-t} \sum_{k=0}^{\infty} P^{k} \frac{t^{k}}{k!} \tag{4.1}
\end{equation*}
$$

For a connected graph, the matrix $P$ has elements

$$
P(u, v)= \begin{cases}0 & \text { if } u=v  \tag{4.2}\\ \frac{1}{\sqrt{d_{u} d_{v}}} & \text { if } u \neq v \text { and }(u, v) \in E \\ 0 & \text { otherwise }\end{cases}
$$

As a result, we have that

$$
\begin{equation*}
P^{k}(u, v)=\sum_{S_{k}} \prod_{i=1}^{k} \frac{1}{\sqrt{d_{u_{i}} d_{u_{i+1}}}} \tag{4.3}
\end{equation*}
$$

where the walk $S_{k}$ is a sequence of vertices $u_{0}, \ldots, u_{k}$ of length $k$ such that $\left(u_{i}, u_{i+1}\right) \in E$. Hence, $P^{k}(u, v)$ is the sum of weights of all walks of length $k$ joining nodes $u$ and $v$. In terms of this quantity, the elements of the heat kernel are given by

$$
\begin{equation*}
h_{t}(u, v)=\exp [-t] \sum_{k=0}^{|V|^{2}} P^{k}(u, v) \frac{t^{k}}{k!} \tag{4.4}
\end{equation*}
$$

We can find a spectral expression for the matrix $P^{k}$ using the eigendecomposition of the normalized Laplacian. Writing $P^{k}=(I-\hat{L})^{k}$ it follows that $P^{k}=\Phi(I-\Lambda)^{k} \Phi^{T}$. The element associated with the nodes $u$ and $v$ is

$$
\begin{equation*}
P^{k}(u, v)=\sum_{i=1}^{|V|}\left(1-\lambda_{i}\right)^{k} \phi_{i}(u) \phi_{i}(v) \tag{4.5}
\end{equation*}
$$

The geodesic distance between nodes, i.e. the length of the walk on the graph with the smallest number of connecting edges, can be found by searching for the smallest value of $k$ for which $P^{k}(u, v)$ is non zero, i.e. $d_{G}(u, v)=$ floor ${ }_{k} P_{k}(u, v)$

Here we are interested in using the heat kernel to compute an approximate Euclidean distance between nodes. This is the shortest distance between nodes in the vector space in which the manifold resides. On a Riemannian manifold the heat kernel can be approximated by the so-called paramatrix (Yau and Schoen, 1988; Grigor'yan, 2003)

$$
\begin{equation*}
h_{t}(u, v)=[4 \pi t]^{-\frac{n}{2}} \exp \left[-\frac{1}{4 t} d_{G}^{2}(u, v)\right] \tag{4.6}
\end{equation*}
$$

where $d_{G}(u, v)$ is the geodesic distance between the nodes $u$ and $v$ on the manifold, $n$ is the dimensionality of the space. In our experiment, we choose $n=3$, since we have finally embedded the graph in a three dimensional space. We may equate the heat kernel definition on the manifold and on the graph. Hence, to approximate the Euclidean distance between the embedded nodes we can equate the spectral and Gaussian forms for the kernel

$$
\begin{equation*}
h_{t}(u, v)=\sum_{i=1}^{|V|} \exp \left(-\lambda_{i} t\right) \phi_{i}(u) \phi_{i}(v)=[4 \pi t]^{-\frac{n}{2}} \exp \left[-\frac{1}{4 t} d_{G}^{2}(u, v)\right] \tag{4.7}
\end{equation*}
$$

We can approximate the Euclidean distance $d_{E}$

$$
\begin{equation*}
d_{E}^{2} \cong d_{G}^{2}=-4 t \ln \left\{(4 \pi t)^{\frac{n}{2}} \sum_{i=1}^{|V|} \exp \left[-\lambda_{i} t\right] \phi_{i}(u) \phi_{i}(v)\right\} \tag{4.8}
\end{equation*}
$$

### 4.2.2 Manifold Embedding of Graphs using the Euclidean Distance

In the previous section we have shown how to deduce the Euclidean distance from the heat kernel. This leads us to the spectral form for the distance matrix
$d_{E}^{2}=-4 t \ln \left\{(4 \pi t)^{\frac{n}{2}} \sum_{i=1}^{|V|} \exp \left(-\lambda_{i} t\right) \phi_{i}(u) \phi_{i}(v)\right\}=-\ln \left[(4 \pi t)^{2 n t} \Phi \exp \left[-4 \Lambda t^{2}\right] \Phi^{T}\right]$

Hence, the distance matrix is just the negative logarithm of a matrix found by applying a transformation to the eigenvalue spectrum. Such a procedure has been suggested by Smola and Kondor (Smola and Kondor, 2004) as a means of regularizing graphs. However, the function suggested above is more complex than the alternatives explored for regularization.

It is interesting to consider the behavior of the distance function for small and large values of $t$. As $t$ tends to zero, then $d_{E}^{2}$ also tends to zero. For small values of $t$ we can write

$$
\begin{equation*}
d_{E}^{2}(u, v) \simeq-4 t\left\{\frac{n}{2} \ln 4 \pi t+\ln [1-\hat{L}(u, v) t]\right\} \simeq 4 \hat{L}(u, v) t^{2}-2 n t \ln 4 \pi t \tag{4.10}
\end{equation*}
$$

In other words, the distance is proportional to $t$ and governed by the corresponding element of the normalized Laplacian matrix. For large $t$, and as noted before, the behavior is dominated by the smallest non-zero eigenvalue of the Laplacian. If $\lambda_{m}$ is the smallest non-zero eigenvalue of $\hat{L}$ and $\phi_{m}$ is the corresponding eigenvector, or Fiedler vector, then

$$
\begin{equation*}
d_{E}^{2}(u, v) \simeq-4 t\left\{\frac{n}{2} \ln 4 \pi t-\lambda_{m} t+\ln \phi_{m}(u) \phi_{m}(v)\right\} \tag{4.11}
\end{equation*}
$$

Hence, the large $t$ behavior of the distance function is again proportional to $t$ and is governed by the eigenvalue $\lambda_{m}$.

### 4.2.3 Metric Embedding using ISOMAP

The problem of embedding a finite metric space into a Euclidean space, or other normed spaces, that approximately preserve the metric is one that has received considerable attention in recent years (Hjaltason and Samet, 2003). A number of ways have been proposed for measuring the quality of an embedding procedure. A review of the methods is presented by Hjaltason and Samet (Hjaltason and Samet, 2003). The distortion has been widely accepted as a measure of the quality of the embedding. For a finite metric space $(X, d)$ and $c \geq 1$, there is an embedding $\varphi$ of $X$ into $Y$ where for every two points $x_{1}, x_{2} \in X$ satisfy the condition

$$
\begin{equation*}
c_{1} d\left(x_{1}, x_{2}\right) \geq\left\|\varphi\left(x_{1}\right)-\varphi\left(x_{2}\right)\right\| \geq \frac{1}{c_{2}} d\left(x_{1}, x_{2}\right) \tag{4.12}
\end{equation*}
$$

Such an embedding is said to be have distortion $\leq c$, where $c$ is the lowest value for all $c_{1}$ and $c_{2}$ (Linial et al., 1995b). Recently low-distortion embedding has provided powerful tools for designing efficient pattern analysis algorithms. This is because they enable us to reduce problems defined over difficult metrics to problems over much simpler ones.

The starting point for most metric embedding methods is Bourgain's (Bourgain, 1985) Lemma:

Any finite metric $(X, d)$ can be embedded into $l_{2}^{p}$ with $p<\infty$ with distortion $O(\log |X|)$.

We denote $\Re^{n}$ equipped with $l_{q}$ norm by $l_{q}^{n}$. The Euclidean norm is $l_{2}$. The $l_{q}$ norm is defined as $\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|_{q}=\left(\sum\left|x_{i}\right|^{q}\right)^{1 / q}$. The original bound on $p$
proved by Bourgain was exponential with $n$ and too large to be of practical use. We seek to introduce an embedding with a much lower distortion.

We first define a suitable metric for the graphs. For a given graph $G=(V, E)$, $V$ represents the nodes in the graph and $E$ represents the edge relations between the nodes. Suppose that $d$ is a metric on the graph $G$. The metric must satisfy the condition that for any three vertices $u, v$ and $w \in V$, if $d(u, v)=d(w, v) \geq 0$, then $d(u, u)=0$ and $d(u, v) \leq d(u, w)+d(w, v)$. There are many ways to define metric distances on a graph. In this thesis, we use the Euclidean distance deduced from the heat kernel as a measure of distance between the nodes of the graph. We construct a distance matrix for the graph. The graph embedding process is performed on this distance matrix.

Our goal is to find a low-distortion or distortion free embedding from the graph metric space into a normed space. Here we use Isomap (Tenenbaum et al., 2000) as a way to solve the low-distortion graph embedding problem. The idea behind Isomap is to apply classical MDS (Cox and Cox, 1994) to map data points from their high-dimensional input space to low-dimensional coordinates of a nonlinear manifold. Although the method was originally devised for dimensionality reduction, we can use it here for the low-distortion graph embedding problem. Viewed as an isometric feature mapping, Isomap is a mapping $f: X \rightarrow Y$ from the observation space $X$ to a Euclidean feature space $Y$ that preserves as closely as possible the intrinsic metric structure of the observations, i.e. the distances between observations as measured along geodesic(shortest) paths of $X$ (Tenenbaum et al., 2000). The distortion in this embedding is nearly 1 . The idea underpinning Isomap is to apply the MDS on the shortest distance matrix computed from the input data. The novel contribution here is hence to apply MDS to the pairwise Euclidean distance matrix deduced from the heat kernel analysis.

For graphs, the embedding procedure is straightforward. We first construct
the Euclidean distance matrix $S$ for each graph. Each element $d_{E}(u, v)$ in $S$ is the Euclidean distance between the pair of nodes $u$ and $v$ of the graph. We embed each graph in a coordinate space by performing MDS on the matrix $S$.

### 4.2.4 Multidimensional Scaling

The pairwise Euclidean distances between nodes $d_{E}(u, v)$ are used as the elements of an $|V| \times|V|$ dissimilarity matrix $S$, whose elements are defined as follows

$$
S(u, v)= \begin{cases}d_{E}(u, v) & \text { if } u \neq v  \tag{4.13}\\ 0 & \text { if } u=v\end{cases}
$$

The first step of MDS is to calculate a matrix $T$ whose element with row $r$ and column $c$ is given by $T(r, c)=-\frac{1}{2}\left[d_{T}(r, c)^{2}-\hat{d}_{T}(r, .)^{2}-\hat{d}_{T}(., c)^{2}+\hat{d}_{T}(., .)^{2}\right]$, where $\hat{d}_{T}(r,)=.\frac{1}{|V|} \sum_{c=1}^{|V|} d_{T}(r, c)$ is the average dissimilarity value over the $r$ th row, $\hat{d}_{T}(., c)$ is the dissimilarly defined average value over the $c$ th column and $\hat{d}_{T}(.,)=.\frac{1}{|V|^{2}} \sum_{r=1}^{|V|} \sum_{c=1}^{|V|} d_{T}(r, c)$ is the average dissimilarity value over all rows and columns of the dissimilarity matrix $T$.

We subject the matrix $T$ to an eigenvector analysis to obtain a matrix of embedding co-ordinates $Y$. If the rank of $T$ is $k, k \leq|V|$, then we will have $k$ non-zero eigenvalues. We arrange these $k$ non-zero eigenvalues in descending order, i.e. $l_{1} \geq l_{2} \geq \cdots \geq l_{k}>0$. The corresponding ordered eigenvectors are denoted by $\vec{u}_{i}$ where $l_{i}$ is the $i$ th eigenvalue. The embedding co-ordinate system for the graphs obtained from different views is $Y=\left[\vec{f}_{1}, \overrightarrow{f_{2}}, \ldots, \overrightarrow{f_{s}}\right]$, where $\overrightarrow{f_{i}}=$ $\sqrt{l_{i}} \vec{u}_{i}$ are the scaled eigenvectors. For the graph node indexed $i$, the embedded vector of co-ordinates is $\overrightarrow{y_{i}}=\left(Y_{i, 1}, Y_{i, 2}, \ldots, Y_{i, s}\right)^{T}$.

### 4.3 Heat Kernel Embedding

In this section we will introduce the second graph embedding method, which is heat kernel embedding. We use the heat kernel to map nodes of the graph to points in the vector space. In other words, we perform Young-Householder decomposition on the graph heat kernel. We provide an analysis which shows how the eigenvalues and eigenvectors of the covariance matrix for the point distribution resulting from the kernel mapping can be used for graph characterization.

### 4.3.1 Co-ordinate Embedding

To commence, suppose that the graph under study is denoted by $G=(V, E)$ where $V$ is the set of edges and $E \in V \times V$ is the set of nodes. From the adjacency matrix $A$ of the graph we can compute the corresponding Laplacian matrix $L$ and normalized Laplacian matrix $\hat{L}$. As we have noted above the heat kernel on the graph is $h_{t}=\Phi \exp [-\Lambda t] \Phi^{T}$, where $\Lambda$ and $\Phi$ are the eigenvalue and eigenvector matrices of the normalized Laplacian $\hat{L}$.

We use the heat kernel to map the nodes of the graph into a vector space. Let $Y$ be the $|V| \times|V|$ matrix with the vectors of co-ordinates as columns. The vector of co-ordinates for the node index $u$ is hence the $u^{\text {th }}$ column of $Y$. The coordinate matrix is found by performing the Young-Householder decomposition $h_{t}=Y^{T} Y$ on the heat-kernel. Since $h_{t}=\Phi \exp [-\Lambda t] \Phi^{T}, Y=\exp \left[-\frac{1}{2} \Lambda t\right] \Phi^{T}$. Hence, the co-ordinate vector for the node indexed $u$ is

$$
\begin{equation*}
y_{u}=\left(\exp \left[-\frac{1}{2} \lambda_{1} t\right] \phi_{1}(u), \exp \left[-\frac{1}{2} \lambda_{2} t\right] \phi_{2}(u), \ldots, \exp \left[-\frac{1}{2} \lambda_{|V|} t\right] \phi_{|V|}(|V|)\right)^{T} \tag{4.14}
\end{equation*}
$$

The kernel mapping $\mathcal{M}: \mathcal{V} \rightarrow \mathcal{R}^{|\mathcal{V}|}$, embeds each node on the graph in a vector space $\mathcal{R}^{|\mathcal{V}|}$. The heat kernel $h_{t}=Y^{T} Y$ can also be viewed as a Gram
matrix, i.e. its elements are scalar products of the embedding co-ordinates. Consequently, the kernel mapping of the nodes of the graph is an isometry. The squared Euclidean distance between nodes $u$ and $v$ is given by

$$
\begin{equation*}
d_{E}(u, v)^{2}=\left(y_{u}-y_{v}\right)^{T}\left(y_{u}-y_{v}\right)=\sum_{i=1}^{|V|} \exp \left[-\lambda_{i} t\right]\left(\phi_{i}(u)-\phi_{i}(v)\right)^{2} \tag{4.15}
\end{equation*}
$$

The mean co-ordinate vector for the heat kernel embedding is

$$
\begin{equation*}
\hat{y}=\frac{1}{|V|} \exp \left[-\frac{1}{2} \Lambda t\right] \Phi^{T} e \tag{4.16}
\end{equation*}
$$

where $e=(1,1, \ldots, 1)^{T}$ is the all ones vector of length $|V|$. The matrix of centred co-ordinates is

$$
\begin{equation*}
Y_{C}=\exp \left[-\frac{1}{2} \Lambda t\right] \Phi^{T}\left(I-\frac{1}{|V|} e e^{T}\right)=\exp \left[-\frac{1}{2} \Lambda t\right] \Phi^{T} M^{T} \tag{4.17}
\end{equation*}
$$

where $M^{T}=\left(I-\frac{1}{|V|} e e^{T}\right)$. The covariance matrix is

$$
\begin{equation*}
\sum=\exp \left[-\frac{1}{2} \Lambda t\right] \Phi^{T} M^{T} M \Phi \exp \left[-\frac{1}{2} \Lambda t\right] \tag{4.18}
\end{equation*}
$$

### 4.4 Characterizing the Embedded Point Distribu-

 tionOnce the nodes of a graph have been embedded, we can attempt to characterize the structure of the graph by summarizing the distribution of points associated with the nodes. Here we explore the three different ways, the statistical moments, the graph spectral characterization and the sectional curvature, associated with the edge of the graphs.

### 4.4.1 Statistical Moments

We use spatial moments to characterize the embedded point sets. Moment invariants are properties of connected regions in binary images that are invariant to translation, rotation and scale. They are useful because they define a simply calculated set of region properties that can be used for shape classification and part recognition. For $N \times 2$ size point-sets $X$ the general moment is defined to be

$$
\begin{equation*}
\mu_{p q}=\sum_{i=1}^{|N|} \sum_{j=1}^{|N|}\left(X_{i, 1}-\hat{X}_{1}\right)^{p}\left(X_{j, 2}-\hat{X}_{2}\right)^{q} \tag{4.19}
\end{equation*}
$$

where $\hat{X}_{k}=\frac{1}{|N|} \sum_{i=1}^{|N|} X_{i, k}$, and $\hat{X}_{1}$ and $\hat{X}_{2}$ are the co-ordinates of the region's center of gravity. From the raw moment $\mu_{p q}$, we compute the four affine invariants suggested by Flusser and Suk (Flusser and Suk, 1993):

$$
\begin{gather*}
I_{1}=\frac{\mu_{20} \mu_{02}-\mu_{11}^{2}}{\mu_{00}^{4}}  \tag{4.20}\\
I_{2}=\frac{\mu_{30}^{2} \mu_{03}^{2}-6 \mu_{30} \mu_{21} \mu_{12} \mu_{03}+4 \mu_{30} \mu_{12}^{3}+4 \mu_{21}^{3} \mu_{03}-3 \mu_{21}^{2} \mu_{12}^{2}}{\mu_{00}^{10}}  \tag{4.21}\\
I_{3}=\frac{\mu_{20}\left(\mu_{21} \mu_{03}-\mu_{12}^{2}\right)-\mu 11\left(\mu_{30} \mu_{03}-\mu_{21} \mu_{12}\right)+\mu_{02}\left(\mu_{30} \mu_{12}-\mu_{21}^{2}\right)}{\mu_{00}^{7}} \tag{4.22}
\end{gather*}
$$

$$
\begin{array}{r}
I_{4}=\left(\mu_{20}^{3} \mu_{03}^{2}-6 \mu_{20}^{2} \mu_{11} \mu_{12} \mu_{03}-6 \mu_{20}^{2} \mu_{02} \mu_{21} \mu_{03}+9 \mu_{20}^{2} \mu_{02} \mu_{12}^{2}\right.  \tag{4.23}\\
+12 \mu_{20} \mu_{11}^{2} \mu_{21} \mu_{03}+6 \mu_{20} \mu_{11} \mu_{02} \mu_{30} \mu_{03}-18 \mu_{20} \mu_{11} \mu_{02} \mu_{21} \mu_{12} \\
-8 \mu_{11}^{3} \mu_{30} \mu_{03}-6 \mu_{20} \mu_{02}^{2} \mu_{30} \mu_{12}+9 \mu_{20} \mu_{02}^{2} \mu_{21}^{2} \\
\left.+12 \mu_{11}^{2} \mu_{02} \mu_{30} \mu_{12}-6 \mu_{11} \mu_{02}^{2} \mu_{30} \mu_{21}+\mu_{02}^{3} \mu_{30}^{2}\right) / \mu_{00}^{11}
\end{array}
$$

The invariants $I_{1}, I_{2}, I_{3}, I_{4}$ are composed only from central moments up to the third order. Zero order moment $\mu_{00}$ is the area of object $G$. Second order moments express the distribution of "matter" around the center of gravity. Third order moments express the basic properties of symmetry of object $G$ (Flusser and Suk, 1993).

Thus to compute the statistical moments characterization, we use the two leading elements in the embedded vector for each graph node as the point coordinate to represent the node. Then for the graph node indexed $i$, the embedded vector of coordinate is chosen as $\vec{x}_{i}=\left(X_{i, 1}, X_{i, 2}\right)^{T}$. The graph is embedded to a point set of size $|V| \times 2$, where $|V|$ is the number of nodes. We first compute the general moment $\mu_{p q}$ then from these general moments we compute the four moment invariants as shown above. The four moment invariants are used to compute the graph feature vector $\vec{B}=\left(I_{1}, I_{2}, I_{3}, I_{4}\right)^{T}$.

### 4.4.2 Spectral Characterization

One very simple way to characterize the embedded point-set is to study the properties of the covariance matrix of the point-set generated by the embedding methods. To construct the covariance matrix, we commence by computing the mean coordinate vector. The components of the mean co-ordinate vector are found by averaging the elements in the rows of $Y$. The mean co-ordinate vector is given
by

$$
\begin{equation*}
\hat{y}=\frac{1}{|V|} Y e \tag{4.24}
\end{equation*}
$$

where $e=(1,1, \ldots, 1)^{T}$ is the all ones vector of length $|V|$. Subtracting the mean from the embedded co-ordinates, the matrix of centred co-ordinates is

$$
\begin{equation*}
Y_{C}=Y-\frac{1}{|V|} Y e e^{T} \tag{4.25}
\end{equation*}
$$

where $M^{T}=\left(I-\frac{1}{|V|} e e^{T}\right)$ is the data centering matrix. The covariance matrix is

$$
\begin{equation*}
\sum=Y_{C} Y_{C}^{T} \tag{4.26}
\end{equation*}
$$

The spectral decomposition of the covariance matrix is $\sum=\sum_{i=1}^{n} l_{i} \vec{u}_{i} \vec{u}_{i}^{T}$, where $l_{i}$ is the $i$ th eigenvalue and $\vec{u}_{i}$ is the corresponding eigenvector of the covariance matrix. Our spectral characterization of the graph is based on the vector of $N$ leading covariance eigenvalues $\vec{B}=\left(l_{1}, \ldots, l_{N}\right)^{T}$. We can perform pattern analysis on sets of graphs by applying clustering or dimensionality reduction techniques such as principal component analysis (PCA) to the $\vec{B}$ vectors.

### 4.4.3 Sectional Curvature

In the previous sections we have introduced the Euclidean distance and geodesic distance deduced from the two embedding methods. From the Euclidean distance and geodesic distance we can compute the sectional curvature on the edges of the graph. In this section we will explore an attractive way of characterizing graphs, using sectional curvature associated with the edge for the purposes of characterizing and clustering graphs. To do this, we can make numerical estimation of the sectional curvature for the edges connected between pairs of nodes.

The sectional curvature is determined by the degree to which the geodesic bends away from the Euclidean chord. Hence for a geodesic on the manifold, the sectional curvature can be estimated easily if the Euclidean and geodesic distances are known. Suppose that the geodesic can be locally approximated by a circle. Let the geodesic distance between the pair of points $u$ and $v$ be $d_{G}(u, v)$ and the corresponding Euclidean distance be $d_{E}(u, v)$. Further let the radius of curvature of the approximating circle be $r_{s}(u, v)$ and suppose that the tangent vector to the manifold undergoes a change in direction of $\theta_{u, v}$ as we move along a connecting circle between the two points. We show an illustration of the above in Figure 4.1. In terms of the angle $\theta_{u, v}$, the geodesic distance, i.e. the distance traversed


Figure 4.1: Illustration of relationship between the geodesic distance, Euclidean distances and the sectional curvature.
along the circular arc, is $d_{G}(u, v)=r_{s}(u, v) \theta_{u, v}$, and as a result we find that $\theta_{u, v}=d_{G}(u, v) / r_{s}(u, v)$. The Euclidean distance, on the other hand, is given by $d_{E}(u, v)=r_{s}(u, v) \sin \theta_{u, v}$, and can be approximated using the MacLaurin series

$$
\begin{equation*}
d_{E}(u, v)=r_{s}(u, v)\left\{\theta_{u, v}-\frac{1}{6} \theta_{u, v}^{3}+\ldots\right\} \tag{4.27}
\end{equation*}
$$

Substituting for $\theta_{u, v}$ obtained from the geodesic distance, we have

$$
\begin{equation*}
d_{E}(u, v)=d_{G}(u, v)-\frac{d_{G}(u, v)^{3}}{6 r_{s}^{2}(u, v)} \tag{4.28}
\end{equation*}
$$

Solving the above equation for the radius of curvature, the sectional curvature of the geodesic connecting the nodes $u$ and $v$ is approximately

$$
\begin{equation*}
k_{s}(u, v)=\frac{1}{r_{s}(u, v)}=\frac{\sqrt{6}\left(d_{G}(u, v)-d_{E}(u, v)\right)^{\frac{1}{2}}}{d_{G}(u, v)^{\frac{3}{2}}} \tag{4.29}
\end{equation*}
$$

Since for an edge of the graph, we find that $d_{G}(u, v)=1$, the squared sectional curvature associated with an embedded edge is $k_{s}^{2}(u, v)=6\left(1-d_{E}(u, v)\right)$. As a result we can construct the squared sectional curvature matrix.

$$
\begin{equation*}
k_{s}^{2}=6\left\{A+\ln \left[(4 \pi t)^{2 n t} \Phi \exp \left[-4 \Lambda t^{2}\right] \Phi^{T}\right]\right\} \tag{4.30}
\end{equation*}
$$

To characterize the geometry of the graph embedding we construct a histogram of sectional curvatures. The sectional curvatures are assigned to $M$ bins and the normalized contents of the $j$ th bin is denoted by $h(j)$. The feature vector for the graph is constructed from the normalized bin-contents and $B=(h(1), h(2), \ldots . . h(N))^{T}$. Our aim is to explore the structure of a set of graphs with pattern vectors $B_{k}, k=1, \ldots, M$ extracted using sectional curvature histograms.

### 4.5 Experiments

In this section of the chapter, we provide some experimental evaluation of the graph embedding methods for graph clustering. We will compare the parametric distance embedding and the heat kernel embedding. We will use both the moments method and the spectral method to characterize the embedded point-sets from the two embedding methods. We will also demonstrate that the sectional curvature deduced from the Euclidean distance and the geodesic distance from the graph heat kernel can be used as a method of characterizing graphs.

### 4.5.1 Experiments on Parametric Distance Embedding

In this subsection we show results from the parametric distance embedding. We applied our method to images from the COIL database for image clustering. Figure 3.4 shows some example images. In this experiment, we first use two ways to characterize the embedded point-sets from the graphs. The first of these is the moments characterization and the second is the spectral characterization of the covariance matrix of the embedded point-sets. We commence by investigating the behavior of the moments extracted from the embedded points. By doing so we need to keep the embedded coordinate sets to be $|V| \times 2$ size point-sets, where $|V|$ is the graph node number. For each node $u$ we represent the embedded coordinate vector, i.e. as $\vec{x}_{i}=\left(X_{i, 1}, X_{i, 2}\right)^{T}$, the first two elements from the coordinate vector for the corresponding node. We then continue by constructing the feature vector $\left(I_{1}, I_{2}, I_{3}, I_{4}\right)$ and apply the PCA on the feature vectors. In Figure 4.2 we plot the four moments as a function of the time parameter $t$. For this experiment, we have used the duck graph in the top left in Figure 3.4 for our experiment graph. The main effect to note here is that as the time parameter increases then the four moments become indistinguishable. In Figure
4.3 we plot the four moments separately as a function of the view number for the images of the eight objects studied in the COIL database. From the top-left, and clockwise, the sequence shows the first, second, third and fourth moments respectively. The individual moments appear relatively stable with view number when $t$ equals 0.01 . It is clear that although the individual moments could not be used to distinguish the objects, when combined they are sufficient to do so.


Figure 4.2: Moments as a function of $t$ for a graph from the COIL database for the parametric distance embedding.

Based on the study of the moments, it appears that they may provide the basis for a stable clustering of the graphs. We have therefore performed principal component analysis on vectors whose components are the different moments.


Figure 4.3: Individual moment(moment one, moment two, moment three and moment four) for the eight objects from COIL database as a function of view number.

The data has been projected onto the space spanned by the leading three eigenvectors for the moment vectors. We then investigate the effect of varying the time parameter $t$. In Figure 4.4 we show the effect on the graph embeddings when we vary $t$ from 0.01 to 1000 . From left-to-right and top-to-bottom, we show the clustering results obtained when $t$ equals $0.01,0.1,1,10,100$ and 1000 . In the figures the different views of the same object are displayed as differently colored symbols. In Figures 4.6 we show corresponding plots for the pairwise distances for the embedded graph nodes. In Figures 4.5 we show the spectral characterization for the embedded point-sets by choosing $\vec{B}=\left(l_{1}, l_{2}, \ldots, l_{6}\right)^{T}$, which are eigenvalues of the covariance matrix of the embedded point-set. We repeat the clustering results obtained when $t$ equals $0.01,0.1,1,10,100$ and 1000 and Figure 4.7 are the corresponding plots for the pairwise distances figures. The main feature to note from these plots is that by choosing the proper $t$ values, the method can be used for the purposes of graph clustering. As the value of $t$ increases, then so the clusters corresponding to the different objects become overlapped.

We will continue to show how to use the sectional curvature with the parametric distance embedding to cluster images from the COIL database 3.4. In Figure 4.8 we show example histograms for the twenty views for the eight objects in the COIL database. Here the histograms are stacked behind each other, and are ordered by increasing view number. There are a number of conclusions that can be drawn from the histograms. First, the histograms for the same object are relatively stable with view number. Second, the histograms for the different objects have different shapes. The plots shown were obtained with $t=0.01$. The results of applying PCA to the vectors of histogram bin contents are shown in


Figure 4.4: Parametric distance embedding varying with $t$ - moments characterization (from left to right, top to bottom, the results obtained when $t$ equals $0.01,0.1,1,10,100$ and 1000 respectively).


Figure 4.5: Parametric distance embedding varying with $t$ - spectral characterization (from left to right, top to bottom, the results obtained when $t$ equals $0.01,0.1,1,10,100$ and 1000 respectively).


Figure 4.6: Parametric distance embedding with moments characterization distance matrices varying with $t$ (from left to right, top to bottom, the results obtained when $t$ equals $0.01,0.1,1,10,100$ and 1000 respectively).


Figure 4.7: Parametric distance embedding with spectral characterization distance matrices varying with $t$ (from left to right, top to bottom, the results obtained when $t$ equals $0.01,0.1,1,10,100$ and 1000 respectively).
the right hand panel of Figure 4.9 for different values of $t$. We obtain reasonably well defined clusters of objects.

For comparison, Figure 4.10 shows the corresponding result when spectral clustering is used. The main qualitative feature is that the different views of the eight objects overlap more than when the parametric distance embedding method is used with a low value of $t$.

To investigate the behavior of the two methods in a more quantitative way, we have plotted the Rand index (Rand, 1971) for the different objects. The solid curve in Figure 4.11 shows the Rand index as a function of $t$. The performance of the method drops off once $t$ exceeds 10 . The performance of the spectral method is significantly poorer, which is 0.78 , than that for the heat kernel method for small values of $t$.

### 4.5.2 Experiment on Heat Kernel Embedding based Graph Clustering

In this section we will apply our heat kernel embedding method to images from the COIL database. We use the moments method described above to characterize the heat kernel embedding. The embedded coordinate vector for each node of the graph has two components. As a result the node $u$ has coordinate vector $\vec{x}_{u}=\left(\exp \left[-\frac{1}{2} \lambda_{1} t\right] \phi_{1}(u), \exp \left[-\frac{1}{2} \lambda_{2}\right] \phi_{2}(u)\right)^{T}$, which is from the leading two columns of the coordinate matrix $Y$. In Figure 4.12 we repeat the experiment for the four moments as a function of the time parameter $t$ for the heat kernel embedding. For this experiment, we use the same graph as we have used for the parametric distance embedding experiment in Figure 4.2. The main effect to note here is that for small values of $t$ the moments can provide a useful graph characterization. In Figure 4.13, we show the moments characterization for the embedded coordinates. We repeat the clustering results obtained in Figure 4.13


Figure 4.8: 3-D view of the histogram of the sectional curvature matricesparametric distance embedding.


Figure 4.9: Parametric distance embedding with sectional curvature clustering by varying $t$ (from left to right, top to bottom, the results obtained when $t$ equals $0.01,0.1,1,10,100$ and 1000 respectively).


Figure 4.10: Spectral clustering result.


Figure 4.11: Rand index for parametric distance embedding methods.
when $t$ equals $0.5,1,5,10,100$ and 1000 . The different colors in the plot distinguish the different objects. The object clusters evolve in an interesting way as $t$ increases. Initially, they are very compact but elongated, and distinct. At large values of $t$ they are more dispersed and overlapping.

We can also construct the feature vector by taking the eigenvalues of the covariance matrix of the embedded point-set. Then we perform PCA on the feature vectors. In Figure 4.14 we show the clustering result where the parameter $t$ varies from 0.5 to 1000 . In Figures 4.16 and 4.15 we show the corresponding plots for the pairwise distances for the embedded graph nodes with heat kernel eigenvalues and the moments characterization respectively. We continue to show the clustering result by using sectional curvature with heat kernel embedding for graph clustering. In Figure 4.17, we repeat the histograms from twenty views for the eight objects in the COIL database. Figure 4.18 shows the result of applying PCA to the vectors of histogram bin contents.

Compared with the traditional spectral clustering method in Figure 4.10, the heat kernel embedding method gives a better result when proper values of $t$ are chosen. We have plotted the Rand index for the different characterization heat kernel embedding. The results of the comparison are shown in Figure 4.19. The curve in the plot shows the Rand index as a function of $t$. For low values of $t$ the performance is more than $95 \%$. When the spectrum of the normalized Laplacian eigenvalues is used then the Rand index is 0.78 , which is considerably lower than the result obtained with the heat kernel embedding method.


Figure 4.12: Moments as a function of the $t$ parameter for a graph from the COIL database for the heat kernel embedding.


Figure 4.13: Heat kernel embedding varying with $t$ - moments characterization (from left to right, top to bottom, the results obtained when $t$ equals $0.5,1,5,10,100$ and 1000 respectively).


Figure 4.14: Heat kernel embedding varying with $t$ parameter - spectral characterization (from left to right, top to bottom, the results obtained when $t$ equals $0.5,1,5,10,100$ and 1000 respectively).


Figure 4.15: Heat kernel embedding with moments characterization distance matrices varying with $t$ parameter (from left to right, top to bottom, the results obtained when $t$ equals $0.5,1,5,10,100$ and 1000 respectively).


Figure 4.16: Heat kernel embedding with spectral characterization distance matrices varying with $t$ (from left to right, top to bottom, the results obtained when $t$ equals $0.5,1,5,10,100$ and 1000 respectively).


Figure 4.17: 3-D view of the histogram of the sectional curvature matrices - heat kernel embedding.


Figure 4.18: Heat kernel embedding with sectional curvature characterization by varying $t$ (from left to right, top to bottom, the results obtained when $t$ equals $0.5,1,5,10,100$ and 1000 respectively).


Figure 4.19: Rand index for different characterizations of the heat kernel embedding.

### 4.6 Conclusion

In this chapter we have introduced two ways for graph embedding and related algorithms for graph characterization using the embeddings. In the first section we have explored how the use of heat kernels can lead to a measure of Euclidean distance that can be used for the purpose of embedding graphs in low dimensional Euclidean spaces. The distance measure is found by equating the spectral and Gaussian forms of the heat kernel. We show how MDS can be used for embedding the distance by satisfying low distortion requirements.

In the second section we have shown a second method for graph embedding, which we refer to as the heat kernel embedding. We have explored how the use of the heat kernel can lead to a useful characterization of the structure of a graph. Our method is based on preforming Young-Householder decomposition on the heat kernel. This allows graph nodes to be mapped to points in a high dimensional space.

After the graph embedding process, we can pose the problem of clustering as that of characterizing the embedded point-set distribution. We have introduced three ways for the point-sets characterization. These are moments characterization, spectral characterization and sectional curvature characterization. For the last of these methods the sectional curvature associated with the edge of the graph is computed by using the difference between the Euclidean and geodesic distances deduced from the heat kernel analysis.

In the experimental section, results are provided for the two heat kernel based graph embedding methods and the three different characterization methods for graph clustering. The database used in this section is the COIL database. From the experiment results, both the parametric distance and heat kernel embedding can provide relatively good results for graph clustering. By choosing proper $t$ values the Rand index value for graph clustering by using graph embed-
ding methods can reach 0.95 , which is much higher than the traditional spectral method. In both embedding methods the Rand index value for spectral characterization is higher than the moments characterization. This is due to the fact that the moments characterization only takes the two leading elements in the embedded vector for each graph node.

## Chapter 5

## Generative Model for Graph

## Structure

### 5.1 Introduction

In this chapter we extend the heat kernel embedding method by using a point distribution model to construct a generative model for variance in graph structure. The outline for this chapter is as follows.

In the first part we will investigate whether methods from spectral graph theory can be combined with the heat kernel embedding to develop effective tools for graph structure matching. In the previous chapter we showed that the heat kernel embedding can be used for graph clustering. The embedded point position vectors for the nodes of a graph contain geometry information that can be used for graph characterization. Our first aim is to explore whether the spectral point pattern matching techniques can be used to find correspondence between embedded nodes. We proceed as follows. For the two graphs to be matched, we construct the heat kernel matrix. Then we perform heat kernel embedding on the heat kernel matrices. We map two graphs to two vector sets. Once embedded
in the vector space, nodes of the graphs are matched by using point alignment methods. To do this we develop a variant of the Scott and Longuett-Higgins (Scott and Longuett-Higgins, 1991) algorithm. Our method overcomes the problems of structural differences in the graphs. Our experimental part compares the method with some alternatives described in the literature (Umeyama, 1988; Scott and Longuett-Higgins, 1990; Shapiro and Brady, 1992).

Once we have solved the matching correspondence problem, we draw on ideas from linear deformable models to construct a simple and explicit generative model for graph structure. One of the problems that limits the use of the structural clustering methods (Lozano and Escolano, 2003; Bunke et al., 2003; Bunke, 1999; Bunke and Vento, 1999) is that they suffer from exponential complexity and are therefore not easily sampled from. To overcome the problem of exponential complexity we turn to the shape analysis literature, where principal components analysis has proved to be a powerful way of capturing the variations in sets of landmark points for 2D and 3D objects (Cootes et al., 1995).

Our second contribution is to use the heat kernel embedding to construct a generative model for graph structure. Using the heat kernel embedding described in section 4.3, we map the nodes of a graph to point position vectors. Our aim is to construct a statistical model that can account for the distribution of embedded point positions for corresponding nodes in a sample of graphs. A reference graph is selected, and the correspondences between the nodes of each sample graph and the reference graph are established using the spectral alignment method. We capture variations in graph structure using the covariance matrix of the corresponding embedded point positions. We construct a point distribution model for the embedded node positions using the eigenvalues and eigenvectors of the covariance matrix. We show how to use this model to project individual graphs into the eigenspace of the point position covariance matrix and how to fit the model
to potentially noisy graphs to reconstruct the Laplacian matrix. We illustrate the utility of the resulting method for shape analysis. Here we perform experiments on the Caltech-Oxford and COIL databases, and illustrate how the model can be used both to construct pattern spaces for sets of graphs and to cluster graphs.

### 5.2 Graph Matching using Manifold Embedding

In the previous chapter we described heat kernel embedding, which can be used to embed the nodes of a graph into a high dimensional vector space. In this section we will show how the heat kernel embedding method combined with the spectral point-set alignment can be used for structure based graph matching. For two graphs $G_{I}$ and $G_{J}$, we construct the heat kernel matrices $h_{I}$ and $h_{J}$ separately based on the definition:

$$
\begin{equation*}
h_{t}(u, v)=\sum_{i=1}^{|V|} \exp \left[-\lambda_{i} t\right] \phi_{i}(u) \phi_{i}(v) \tag{5.1}
\end{equation*}
$$

We then perform the Young-Householder decomposition on the two kernel matrices, i.e. $h_{I}=Y_{I}^{T} Y_{I}$ and $h_{J}=Y_{J}^{T} Y_{J}$, to give two embedded co-ordinate matrices $Y_{I}$ and $Y_{J}$ with the vectors of co-ordinates as columns. We present a spectral method to align the two co-ordinates matrices $Y_{I}$ and $Y_{J}$ for the purpose of structure matching.

### 5.2.1 Singular Value Decomposition for Point-sets Alignment

After we have the $Y_{I}$ and $Y_{J}$ from the embedding process, we follow a method similar to that of Scott and Longuett-Higgins for point set matching. We first transform the vectors in the co-ordinates matrices to the same size. Suppose that $Y_{I}$ and $Y_{J}$ are $m \times m$ and $n \times n$ size respectively, we choose the $\max (m, n)$
which is the max number in $m$ and $n$ as the extended vector length. For the coordinate matrix whose vector length is smaller than $\max (m, n)$ we just extend the length of the vector by adding the 0 elements to the end. The algorithm uses the distances between two graph nodes to compute an affinity matrix. Let $y_{I}^{i}$ be the $i$ th column vector of the co-ordinate matrix $Y_{I}$, i.e. the co-ordinates of the node $i \in V_{I}$. For the node $i$ of the sample graph $G_{I}$ and the node $j$ of the reference graph $G_{J}$ the affinity matrix element is

$$
R_{I, J}(i, j)=\exp \left[-\frac{1}{\sigma^{2}}\left(y_{I}^{i}-y_{J}^{j}\right)^{T}\left(y_{I}^{i}-y_{J}^{j}\right)\right]
$$

where $\sigma$ is a scaling parameter. In the paper (Scott and Longuett-Higgins, 1990), they treat $\sigma$ as an appropriate unit of distance and set to be 10 , so here we choose $\sigma$ equal to 10 .

If $R_{I, J}$ is a positive definite $\left|V_{I}\right| \times\left|V_{J}\right|$ matrix, then the $\left|V_{I}\right| \times\left|V_{J}\right|$ orthogonal matrix $R_{I, J}^{*}$ that maximizes the quantity $\operatorname{Tr}\left[R_{I, J}\left(R_{I, J}^{*}\right)^{T}\right]$ may be found by performing singular value decomposition. To do this we perform the matrix factorization $R_{I, J}=V \Delta U^{T}$, where $V$ is a $\left|V_{I}\right| \times\left|V_{I}\right|$ orthogonal matrix, $U$ is a $\left|V_{J}\right| \times\left|V_{J}\right|$ orthogonal matrix and $\Delta$ is a $\left|V_{I}\right| \times\left|V_{J}\right|$ matrix whose off-diagonal elements $\Delta_{i, j}=0$ if $i \neq j$ and whose "diagonal" elements $\Delta_{i, i}$ are non-zero. Suppose that $E$ is the matrix obtained from $\Delta$ by making the diagonal elements $\Delta_{i, i}$ unity. The matrix $R_{I, J}^{*}$ which maximizes $\operatorname{Tr}\left[R_{I, J}\left(R_{I, J}^{*}\right)^{T}\right]$ is $R_{I, J}^{*}=V E U^{T}$. The element $R_{I, J}^{*}(i, j)$ indicates the strength of association between the node $i \in V_{I}$ in the graph $G_{I}$ and the node $j \in V_{J}$ in the reference graph. The rows of $R_{I, J}^{*}$, index the nodes in the graph $G_{I}$, and the columns index the nodes of the reference graph $G_{J}$. If $R_{I, J}^{*}(i, j)$ is both the largest element in row $i$ and the largest element in column $j$ then we regard these nodes as being in one to one correspondence with one another. We record the state of correspondence using the matrix $C_{I, J}$. If the pair of nodes $(i, j)$ satisfies the row and column corre-
spondence condition, then we set $C_{I, J}(i, j)=1$, otherwise $C_{I, J}(i, j)=0$ The $C_{I, J}(i, j)=0$ is a $m \times n$ size matrix.

### 5.3 A Generative Model for Graph Structure

We perform heat kernel embedding on the graph heat kernel to map the graph nodes in a high dimensional space. In this section we continue to construct a linear deformable model to characterize the graph structure. This is done by constructing the mean and covariance matrix for the corresponding mapped point positions. In the experiment part we will show the results on tracking and clustering by using the linear deformable model.

### 5.3.1 Generative Model

Our aim is to construct a generative model that can be used to represent the statistical variations in a sample of graphs. Let the sample be $T=\left\{G_{1}, G_{2}, \ldots, G_{T}\right\}$ where the $k$ th graph $G_{k}=\left(V_{k}, E_{k}\right)$ has node set $V_{k}$ and edge set $E_{k}$. The result of performing heat kernel embedding of the nodes of the $k$ th graph is a matrix of co-ordinates $Y_{k}$.

Our aim is to construct a generative model that can be used to describe the distribution of embedded node co-ordinates for the sample of graphs. Since the graphs contain different numbers of nodes, we may extend the mapped vector to the same size by adding 0 to the end of the smaller size vector as we have described in the previous section.

To construct the generative model, we require correspondences between the nodes of each sample graph and the nodes of a reference structure. Here we take the reference graph to be the graph in the samples with the largest number of nodes. If there are more than one graph which have the largest number of nodes
in the graph set, we can simply randomly choose one as the reference graph. This graph has index $k^{*}=\arg \max _{G_{k} \in T}\left|V_{k}\right|$. To locate the correspondences between the nodes of each sample graph $G_{k}$ and those of the reference graph $G_{k}^{*}$, we use the matching algorithm we described above. We first transform the vectors in the co-ordinates matrices to the same size. Then we perform the SVD point-set spectral alignment algorithm to locate the correspondence matrix $C_{k, k^{*}}$.

## Embedded Point Distribution Model

Once we have correspondences to hand, we then can construct the generative model for the set of graphs. We first to align the graph co-ordinates matrices to the same size. For graph $G_{k}$ which has a $n \times n$ size co-ordinates matrix $Y_{k}$, we first extend the co-ordinates size to $m$ by adding zeros at the end of the co-ordinates matrix as we have done at the matching step5.2. Then we have a extended co-ordinates matrix $Y_{k}^{e}$ which is $m \times n$ size. The second step is to compute a aligned co-ordinate matrix $\tilde{Y}_{k}=Y_{k}^{e} C_{k, k^{*}}$, where the aligned coordinates matrix $\tilde{Y}_{k}$ is $m \times m$ size. We then can convert the co-ordinates matrix to form a long vector. We do this by staking the columns of the co-ordinates matrix to form a long vector. The long vector is represented as

$$
\hat{Y}_{k}=\left(\tilde{Y}_{k}(1,1), \tilde{Y}_{k}(1,2), \ldots, \tilde{Y}_{k}(m, m)\right)^{T}
$$

We model variations in the positions of the stacked vectors using a point distribution model. The process is similiar to the Pricipal Component Analysis(PCA) procedure 3.3.6. We commence by computing the mean vector positions. The matrix of mean position co-ordinates is given by

$$
\hat{X}=\frac{1}{T} \sum_{k \in T} \hat{Y}_{k}
$$

, where $\hat{X}$ is a $m \times m$ length long vector, and the covariance matrix for the point positions is

$$
\Sigma=\frac{1}{T} \sum_{k \in T}\left(\hat{Y}_{k}-\hat{X}\right)\left(\hat{Y}_{k}-\hat{X}\right)^{T}
$$

To construct the point distribution model, we perform the eigendecomposition

$$
\Sigma=\Psi \Gamma \Psi^{T}
$$

where $\Gamma=\operatorname{diag}\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{K}\right)$ is the diagonal matrix of ordered eigenvectors and $\Psi=\left(\psi_{1}|\ldots ..| \psi_{K}\right)$ is the matrix with the correspondingly ordered eigenvectors as columns.

We deform the mean embedded vector positions in the directions of the leading eigenvectors of the point position covariance matrix $\Sigma$. Let $\tilde{\Psi}$ be the result of truncating the matrix $\Psi$ after $S$ columns and let $b$ be a parameter vector of length $S$. The deformed point-set position is given by

$$
\tilde{X}=\hat{X}+\tilde{\Psi} b
$$

An observed configuration of graph $G_{w}$ with embedded co-ordinates matrix $Y_{w}$ may be fitted to the model. To do this we first align the co-ordinates matrix $Y_{w}$ to get $\tilde{Y}_{m}$ with the model graph co-ordinates matrix. Then we stack the aligned co-ordinates matrix to a long vector $\hat{Y}_{w}$. The best fit parameters are estimated using the least squares procedure

$$
b^{*}=\arg \min _{b}\left(\hat{Y}_{w}-\hat{X}-\tilde{\Psi} b\right)^{T}\left(\hat{Y}_{w}-\hat{X}-\tilde{\Psi} b\right)
$$

The best-fit parameter vector is solved by

$$
b^{*}=\tilde{\Psi}^{T}\left(\hat{Y}_{w}-\hat{X}\right)
$$

and the reconstructed set of embedded point positions is

$$
\hat{Y}_{w}^{*}=\hat{X}+\tilde{\Psi} \tilde{\Psi}^{T}\left(\hat{Y}_{w}-\hat{X}\right)
$$

From the reconstructed point positions we can recover the Laplacian matrix for the corresponding graph. We first pack $\hat{Y}_{w}^{*}$ back to $m \times m$ size co-ordinate matrix $\tilde{Y}_{w}^{*}$. Then the extended co-ordinates matrix can be achieved by $Y_{w}^{* e}=$ $\tilde{Y}_{w}^{*} C_{w, k^{*}}^{T}$. We can then get the origin co-ordinates matrix $Y_{w}^{*}$ by truncating the end rows of the matrix $Y_{w}^{* e}$. The heat kernel for the reconstructed embedded graph is

$$
h_{t}^{*}=\left(Y_{w}^{*}\right)^{T} Y_{w}^{*}=\exp \left[-\hat{L}^{*} t\right]
$$

and the Laplacian is hence

$$
\hat{L}^{*}=-\frac{1}{t} \ln \left\{\left(Y_{w}^{*}\right)^{T}\left(Y_{w}^{*}\right)\right\}
$$

From the reconstructed Laplacian we can compute the corresponding adjacency matrix

$$
\begin{equation*}
A^{*}=D-D^{\frac{1}{2}} \hat{L}^{*} D^{\frac{1}{2}} \tag{5.2}
\end{equation*}
$$

### 5.3.2 Graph Similarity

With the generative model to hand, we can use it to measure graph similarity. We adopt two different approaches to the problem. The first involves computing the Mahalonobis distance between embedded vector positions. The second is based on the Euclidean distance between the fitted parameters of the linear point distribution model.

## Mahalanobis Distance

The generative model can be used to match and assess the similarity of graphs. The aim here is to construct a model that can capture the local variance of the embedded vector positions that are in correspondence with a given reference graph node. For the node indexed $j \in V_{k^{*}}$ of the reference graph the mean position vector of the corresponding nodes is

$$
\begin{equation*}
x^{j}=\frac{1}{|T|} \sum_{k \in T} \tilde{Y}_{k}^{j} \tag{5.3}
\end{equation*}
$$

and the matrix of mean point positions is

$$
X=\left(x^{1}\left|x^{2}\right| \ldots . \mid x^{\left|V_{k^{*}}\right|}\right)
$$

The covariance matrix for the positions of nodes of the embedded graphs that are in correspondence with the reference graph node $j$ is

$$
\begin{equation*}
\Sigma_{j}=\frac{1}{|T|} \sum_{k \in T}\left(\tilde{Y}_{k}^{j}-x^{j}\right)^{T}\left(\tilde{Y}_{k}^{j}-x^{j}\right) \tag{5.4}
\end{equation*}
$$

The Mahalanobis distance between the aligned embedded position of the node $i \in V_{k}$ from graph $G_{k}$, which is in correspondence with the node $j \in V_{k^{*}}$ from the reference graph is

$$
d_{M}^{2}(j)=\left(\tilde{Y}_{k}^{j}-x^{j}\right)^{T} \Sigma_{j}^{-1}\left(\tilde{Y}_{k}^{j}-x^{j}\right)
$$

The distance between two graphs $G_{k}$ and $G_{k^{*}}$ can be defined as

$$
d_{M}^{2}\left(G_{k}, G_{k^{*}}\right)=\sum_{j \in V_{k^{*}}} d_{M}^{2}(j)
$$

## Graph Similarity in the Eigenspace

The similarity of a pair of graphs can also be measured using the difference in their best-fit parameter vector. Since the parameter vector is just the projection of the corresponding graph into the eigenspace of the model, the difference between parameter vectors is related to the distance between graphs in the eigenspace. Suppose that the graphs $G_{k_{1}}$ and $G_{k_{2}}$ have best fit parameter vectors $b_{k_{1}}^{*}$ and $b_{k_{2}}^{*}$ respectively. The Euclidean distance between the parameter vectors is

$$
d^{2}\left(k_{1}, k_{2}\right)=\left(b_{k_{1}}^{*}-b_{k_{2}}^{*}\right)^{T}\left(b_{k_{1}}^{*}-b_{k_{2}}^{*}\right)
$$

In terms of the embedded node co-ordinates

$$
d^{2}\left(k_{1}, k_{2}\right)=\left(\hat{Y}_{k_{1}}^{*}-\hat{Y}_{k_{2}}^{*}\right)^{T} \tilde{\Psi} \tilde{\Psi}^{T}\left(\hat{Y}_{k_{1}}^{*}-\hat{Y}_{k_{2}}^{*}\right)
$$

### 5.4 Experiments

In this section, we first provide some experimental evaluation of the new graphmatching method. With the matching results we continue to construct the generative model for graphs which can capture the variation within a set of graphs. In the second part of this section, we demonstrate the effectiveness of the model by experiments from both the synthetic data and real world data.

### 5.4.1 Experiments on Graph Matching

In this section we will show how structural graph matching can be solved by using heat kernel embedding and spectral alignment. To commence we investigate the matching results obtained by changing the $t$ parameter. We choose two graphs from the COIL database. We denote the two graphs by $G_{I}$ and $G_{J}$. We
map them to the vector space $Y_{I}$ and $Y_{J}$ and compute the correspondence matrix $C_{I J}$ based on the algorithm described above. We then show the matching result by projecting the $Y_{I}$ and $\tilde{Y}_{J}$ to the same coordinate space. For visualization purposes we need to truncate the $Y_{I}$ and $\tilde{Y}_{J}$ to two dimensional vectors. So we take the first two columns of the matrices and project them to two dimensional space. In the plots of Figure 5.1 the red points represent the node from $G_{I}$ while the blue ones represent the aligned nodes from graph $G_{J}$. From left-to-right and top-to-bottom the $t$ parameter takes on the value of $0.5,1,5,10,100,1000$. The conclusion is that if we choose a good value of the $t$ parameter we can obtain good correspondence matching results.

So we take the $t$ value as 0.5 in the rest of the experiments in this part. We now embark on a delicate analysis of the graph matching algorithm. We compare our method with some alternative methods by using synthetic data. Second, we evaluate our method on real world data. We commence with some synthetic data experiments. The aim is to evaluate how the new method works under controlled structural corruption and to compare it with some alternative methods. These alternatives are Shapiro and Brady (Shapiro and Brady, 1992) and Scott and Longuett-Higgins' (Scott and Longuett-Higgins, 1991) feature set matching methods. These two methods use coordinate information for the feature points, and do not incorporate the graph structure information. We also investigated Umeyama's (Umeyama, 1988) method. In our method we are concerned with matching the Delaunay triangulation of corner features. Beside the coordinates of the feature points the Delaunay graph will incorporate important structural information.

Our first experiment is based on synthetic data. We use a seed point-set that contains 30 nodes. We construct the Delaunay graph of the Voronoi tessellation of these nodes. We have kept the number of points fixed and have added


Figure 5.1: Aligned vector coordinates for two embedded graphs by varying the $t$ (from left to right, top to bottom, the results obtained when $t$ equals $0.5,1,5$, 10,100 and 1000 respectively).
median Gaussian errors to the nodes positions. The parameter of the noise process is the standard deviation of the positional jitter. When the nodes positions change we reconstruct the Delaunay graph based on the new point-set position. In Figure 5.2, we show the fraction of correct correspondences as a function
of the noise standard deviation for our method, Shapiro and Brady's (Shapiro and Brady, 1992) method, Umeyama's method and Scott and Longuett-Higgins' method (Scott and Longuett-Higgins, 1991). To take this study one step further in Figure 5.3, we investigate the effect of structural noise. Here we have added a controlled fraction of additional nodes at random positions and have recomputed the Delaunay triangulations. We plot the fraction of correct correspondences as a function of the fraction of added nodes. The plot compares the result of applying our method to the data, the results obtained using Scott and Longuett-Higgins' method and Shapiro and Brady's method. Since Umeyama's algorithm can not handle graphs of different size, we have not used it this time. The main feature to note is that our method outperforms the two alternatives. This means our method can solve the structure matching problem when the graphs are of different size.

To take this study one step further, we perform some real-world data experiments. We apply our matching method to two image sequences (MOVI and Desk). There are rotation, scaling, and perspective distortion present. Example images from these sequences are shown in Fig 5.4 and correspond to different camera viewing directions. The detected feature points and their Delaunay triangulations are overlaid on the images. The first four images are from the MOVI sequence and each contains about 140 nodes. The second four images are from the Desk sequence and each contains about 400 nodes.

In Fig 5.5, we test our method on some pairs of images. In Table 5.1 we summarize the matching results for the MOVI house images. Here we list the number of nodes in the Delaunay graphs, the number of correct correspondences, the number of correspondence errors, and the number of points without correspondence. We also selected a pair of images which contain the same number of corner points (image 1 and image 4 from MOVI sequence 140 nodes). Although the number of corners is the same, there are differences in both the identities


Figure 5.2: Comparison of four methods for matching with the same number of nodes.
of the detected points and their structural arrangement. We compared these image matching results by using our algorithm, Umeyama's algorithm, Scott and Longuett-Higgins' algorithm and Shapiro and Brady's method. The results are summarized in Table 5.2. From these results, it is clear that our new method outperforms the alternatives.

### 5.4.2 Experiments on Generative Model for Graph Structure

In this section we show how to construct the generative model with the matching results solved by the algorithm described above. The experiments are based on


Figure 5.3: Comparison of three matching methods of different number of nodes.

| Images | Points | Correct <br> correspondence | False <br> correspondence | No <br> correspondence |
| :---: | :---: | :---: | :---: | :---: |
| house1 | 140 | - | - | - |
| house2 | 134 | 112 | 8 | 14 |
| house3 | 130 | 109 | 6 | 15 |
| house5 | 140 | 110 | 8 | 22 |

Table 5.1: Experiment results for MOVI house sequence images.

| Methods | Correct <br> correspondence | False <br> correspondence | No <br> correspondence |
| :--- | :---: | :---: | :---: |
| Our Method | 110 | 8 | 22 |
| Umeyama | 84 | 30 | 26 |
| Scott and Longuett-Higgins | 97 | 17 | 26 |
| Shapiro and Brady | 83 | 17 | 40 |

Table 5.2: Summary of comparison of the four matching algorithms.


Figure 5.4: Delaunay graphs overlaid on the images.


Figure 5.5: Our algorithm for CMU and MOVI house sequences.
synthetic data and real world data.

## Synthetic Data

We commence our experimental study with an example based on synthetic data. We use the set of dumbbell shaped graphs in Figure 5.6 to construct the generative model. Here the number of nodes is fixed but the edge structure varies. We construct the covariance matrix $\Sigma$ and mean shape $\hat{X}$ for the embedded nodes. The rows in Figures 5.7 show the variation modes along the three eigenvector directions corresponding to the largest three eigenvalues of the covariance matrix $\Sigma$. The different panels in the rows are obtained by varying the relevant component of the parameter vector $b_{i}$ from $\sqrt{-3}$ to $\sqrt{3}$. There are clear differences


Figure 5.6: Some examples of the dumbbell shape graphs.


Figure 5.7: Graph eigenvector variation.
in the structures captured by the different eigenmodes. In Figure 5.8 we plot the panels in each row in Figure 5.7 in one plot. This illustrates how the parameter vector can be used to control the reconstructed point positions.

## Real-world Data

In this section we provide some experimental evaluation of our generative model on real-world data. We use two data sets for the evaluation. The first of these is the COIL database Figure 3.4. The second is the Caltech-Oxford database Figure 3.6.

In Figure 5.9 we show the result of projecting the nodes into the space


Figure 5.8: Graph eigenvector variation overlaid together.
spanned by the leading two eigenvectors of the heat kernel. The different panels in the figure are for different values of $t$. From left-to-right and top-to-bottom the values of $t$ are $0.5,1,5,10,100$ and 1000 . For this experiment we have taken 15 images from the duck sequence of the COIL database. Each blue point in the embedding corresponds to a single node of one of the 15 sample graphs. Superimposed on the node-positions as red points are the locations of the mean node positions. Around each mean node position we have drawn an ellipse. The major and minor axes of the ellipse are in the principal directions of the eigenvectors of the node position covariance matrix and the lengths of the semi-major axes are the corresponding eigenvalues. There are a number of features to note from this figure. First, for small values of $t$ they form relatively compact clusters. Second, there is a significant variation in the size and directions of the ellipses. The compactness of the clusters supports the feasibility of our embedding approach and the variation in the ellipses underpins the need for a relatively complex statistical model to describe the distribution of embedded point positions. As the value of $t$ increases the overlap of the ellipses also increases.

To investigate the role of the number of eigenmodes in the reconstruction of the graph structure we have examined the value of the Frobenius norm $F=$ $\| A-A^{*}| |$ between the original graph adjacency matrix $A$ and the reconstructed adjacency matrix $A^{*}$ computed by fitting the generative model. In Figure 5.18
we show the value of $F$ as a function of the number of eigenmodes used. In this experiment we choose a graph from the duck sequence which contains 35 nodes. The different curves in the plot are for different values of $t$. The best reconstructions are obtained with small values of $t$ and an increasing number of eigenmodes.

In Figures 5.10, 5.11, 5.12 and 5.13 we show the result of projecting the embedded node vectors for the graphs extracted from the COIL and Oxford-Caltech database onto the eigenvectors of the embedded node position covariance matrix $\Sigma$. Here we choose $t=0.5$ and we use six leading eigenmodes of the covariance matrix of the embedded point position. In Figure 5.10 we use the duck sequence from the COIL database and we have placed a thumbnail image at the location specified by the first three components of the parameter vector $b$. The line connecting the thumbnails corresponds to the sequence order of the original images. In Figures 5.11, 5.12 and 5.13 we show the projections of the images from the Oxford-Caltech dataset. The main feature to note from Figures 5.10 and 5.13 is that neighboring images in the sequence are close together in the eigenspace.

We have also experimented with the generative model as a means of clustering graphs. We have selected 60 images of 3 different objects in the OxfordCaltech database, and have used these to construct the generative model. Using the model we compute graph similarity using the methods outlined in the previous part. In Figure 5.14 we show the matrix of Mahalanobis distances between graphs, in Figure 5.15 the distance matrix between the best fit parameter vectors and in Figure 5.16 the Euclidean distances between embedded points. The main feature to note from these distance matrices is that the Mahalanobis distance between embedded points is less noisy than the alternative two distance measures. Based on this observation, in Figure 5.17 we show the result of performing multidimensional scaling (MDS) on the Mahalanobis distances between
the set of graphs. The different objects are shown in different colors and are well separated. For comparison, Figure 5.19 shows the result of projecting the graphs onto the eigenspace spanned by the leading three eigenvectors of the point position covariance matrix. This also gives good clusters.

### 5.5 Conclusion

In this chapter we have used the heat kernel embedding of graphs to construct a generative model for graph structure. The embedding allows nodes of the graphs under study to be mapped as points in a vector space. In the first section we have introduced the heat kernel embedding based graph matching. After we have mapped the nodes of the graph to the vectors we can perform a variant of Scott and Longuett-Higgins' spectral point-sets alignment algorithm to compute the correspondence matrix between the embedded point position vectors. By doing so we have overcome the limitation of the structural differences in the graphs. We have experimented with matching algorithms on both synthetic and real world image datasets. A comparison with other methods is provided. From the experimental results, it is clear that our method is better than the alternatives both in accuracy and stability to noise.

With the correspondence results between graphs we continue to construct the generative model for the graph structure. The idea underpinning the generative model is to construct a point distribution model for the embedded point position vectors. The mean and covariance matrix of the aligned embedded point position vectors are used to capture the intrinsic variation within the correspondence graphs. The method proves to be effective for capturing structure variations between graphs and also for clustering graphs.


Figure 5.9: Embedded point positions and fitted covariance ellipsoids varying with $t$ (from left to right, top to bottom $t=0.5,1,5,10,100$ and 1000 respectively) for the heat kernel.


Figure 5.10: Eigenprojection of 15 images of duck sequence from COIL database.


Figure 5.11: Eigenprojection of motorcycle images from Oxford-Caltech database.


Figure 5.12: Eigenprojection of airplane images from Oxford-Caltech database.


Figure 5.13: Eigenprojection of dinosaur images from Oxford-Caltech database.


Figure 5.14: Distance matrix for Mahalanobis distance between embedded points.


Figure 5.15: Distance matrix for the best fit parameter vectors.


Figure 5.16: Distance matrix for Euclidean distance between embedded points.


Figure 5.17: Graph clustering using Mahalanobis distances deduced from the graph generative model.


Figure 5.18: Frobenius norm as a function of numbers of eigenmodes.

| - | Airplane |
| :--- | :--- |
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| $\square$ | Dinasour |



Figure 5.19: Spectral analysis of the Oxford-Caltech database.

## Chapter 6

## Conclusions and Future Work

In this chapter we first summarize the main contribution of the thesis. This includes the novel ideas on feature extraction, graph embedding, the graph structure generative model and their related applications in real world problems. Secondly we draw some of the limitations and possible extensions of the work.

### 6.1 Contribution

The theoretical and practical contributions of the thesis are as follows:

- Stable and robust features were extracted from the graph heat kernel for the purposes of graph characterization. We proved experimentally that these methods can be used to solve the image classification problems effectively. (Chapter 3)
- Graph embedding methods were introduced. We map the graph from the graph space to the manifold whose metric is characterized by the heat kernel. We explored two graph embedding methods based on the heat kernel analysis. Graph characterization problems can be solved by analyzing the embedded point position vectors. The applications for the method are
graph matching and clustering. (Chapter 4 and Chapter 5)
- We combined the heat kernel embedding with the linear deformable model to construct the generative model for graph structure. Variation within graphs can be captured by using the mean and covariance matrix of the embedded point position vectors. The experimental results show the effectiveness of the method in capturing the variation within a set of moving image sequences. The method can also be applied on image clustering. (Chapter 5)


### 6.1.1 Feature Invariants from Graph Heat Kernel

The first contribution of this thesis is to extract robust and stable features from graph heat kernels to characterize graphs. Spectral graph characterization has been widely applied in computer vision for matching(Umeyama, 1988), clustering(Wilson et al., 2003), segmentation(Shi and Malik, 1997) and etc. The heat kernel is closely related with the Laplacian spectrum of the graph. Our starting point is to explore whether we can extract useful and stable invariants from the heat kernel of the graph to characterize the graph.

Our first investigation comes from the heat kernel trace, which is the sum of the diagonal elements of the heat kernel matrix of the graph. Mathematically, it is a function whose parameter is the Laplacian eigenvalues and whose argument is time. The shape of this function can be used to characterize the graph. We then turned our attention to the zeta function. By using the Mellin transformation, the zeta function can be proved to have a close relation with the heat kernel trace. It is related to the moments of the heat kernel trace. We may compute a set of invariants from the zeta function by inputing different integer arguments. With these invariants at hand, we can proceed to construct a feature vector which can be used for graph clustering. We also showed the relationship between the
symmetric polynomial and the derivative of the zeta function at origin. Both of them can be used as invariants for graph characterization.

Finally in Chapter 3, we turned our attention to the heat content invariants. McDonald and Meyers (McDonald and Meyers, 2002) have shown that a set of differential invariants can be derived from the heat content of the heat kernel. Our investigation shows the feasibility of the heat content invariants as a way of characterizing graphs. We demonstrated experimentally the effectiveness of our methods. Real world examples were provided to show that these features can be used for graph clustering and image classification. A comparison with the standard spectral graph clustering algorithm (Luo et al., 2003; Sengupta and Boyer, 1998) shows our method outperforms the alternatives in terms of correctness for clustering.

In our opinion, the work described in Chapter 3 has two advantages. Firstly we explored the feature invariants from the graph heat kernel, which plays an essential role in spectral graph theory. Secondly, the features extracted from the graph heat kernel can provide more stable and robust characterization for graphs.

### 6.1.2 Graph Embedding for Graph Matching and Clustering

In Chapter 4 we took the graph heat kernel investigation a step further and explored the geometries of the graphs which reside on a manifold. The second contribution of this thesis is to explore graph embedding methods which can be used to transform the graphs to point-sets in vector space by analyzing the heat kernel matrix of the graph. An important feature for graph embedding is that we can perform a number of graph manipulation tasks by applying simple point pattern analysis algorithms to the embedded point position vectors.

We proposed two heat kernel based graph embedding methods. For the first method, we commenced by assigning a distance measure to the graph edges. The
distance measure is furnished by the analysis of the heat kernel. We used the Isomap method (Tenenbaum et al., 2000) to find a low-distortion embedding to map the nodes of the graph to a low-dimensional vector space. We refer to this method as the parametric distance embedding. The second method is the heat kernel embedding, performed by applying heat kernel mapping to the graph heat kernel matrix. The embedded point position vector was found by performing the Young-Household decomposition on the heat kernel matrix of the graph.

Once the graphs were embedded to point-sets in vector space, we performed a number of point pattern analysis algorithms. In Chapter 4 we used statistical moments, spectral features from the covariance matrix and sectional curvature to characterize the point-sets. We use vector features to perform graph clustering. Experiments showed that the best performance was obtained by using heat kernel embedding with a spectral characterization, where the image classification rate can reach $98 \%$.

### 6.1.3 Generative Model for Graph Structure

In Chapter 5 we combined the heat kernel embedding with the spectral pointsets alignment algorithm, to develop a method to match the correspondence between the embedded point position vectors. By doing so we develop a new graph matching algorithm which can be used to match graphs that contain structural differences. A comparison with standard algorithms (Scott and LonguettHiggins, 1991; Shapiro and Brady, 1992; Umeyama, 1988) shows our algorithm outperforms the alternatives in terms of both the accuracy and robustness to noise and corruption. The linear deformable model (Cootes et al., 1995) was combined with the heat kernel embedding to construct a generative model for graphs to capture structural variation within a set of graphs. After the heat kernel embedding, we performed correspondence matching. With the matching results, we
computed the mean and covariance matrix of the point position, which capture the variation information within the set of graphs. A graph is represented by a parameter vector, which can be used to reconstruct the adjacency and Laplacian matrix of the graph. Experiments showed the effectiveness of the model for tracking the variation within a sequence of moving images and clustering.

### 6.2 Future Work

There are a number of shortcomings in this thesis which can be amended with further work and further explored. In Chapter 3, we have explored a number of invariants which can be used for graph characterization. However, some extensions of the current work still exist. These include the use of features which have a direct geometrical meaning such as the Euler characteristic, the torsion of the mean and the Gaussian curvatures of the manifold.

In Chapter 4, there are clearly a number of ways in which the work reported can be extended. First it would be interesting to cast the graph clustering process into a mixture model which can be used for hierarchal clustering. Second, a possibility exists to explore the use of sectional curvature as a means of directly embedding the nodes of the graphs on a manifold. One of the possibilities that exists here is the variant of MDS reported by Lindman and Caelli (Lindman and Caelli, 1978). A third line of investigation would be to use the Euclidean distances or sectional curvature associated with the edges as attributes for the purposes of graph matching. Finally, it would be interesting to investigate whether the distances and curvatures could be used to aid the process of visualizing or drawing graphs.

In Chapter 5, our future plans revolve around the use of a mixture model to describe the positions of the embedded nodes, and to assess uncertainty in the
computation of correspondence. We also plan to apply the matching algorithm to trees and try to solve the correspondence problem for trees.

For the experimental evaluation in all Chapters, both the COIL and OxfordCaltech databases contain just a single object and have very little background structure. It would therefore be interesting to apply our methods to images containing complex objects and backgrounds. By doing so, we plan to incorporate a statistical framework. Image recognition or clustering becomes a hierarchical process. A mixture model is used at each level to produce a probability that an object exists in the image. The second experimental shortcoming is the methods we have used to extract the graph representation from images. Currently, we have used Delaunay triangulations and relational graphs. However, the graphs extracted from the images can not exactly represent the actual structure of the original object. This has limited the application of our methods. This is due to the fact that both methods are based on the low-level vision algorithms. To solve this problem we plan to use image representation ideas from the high-level vision (Hall et al., 2002).
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