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Abstract

Reliable, efficient human pose estimation from images is a precursor to many

useful applications including advanced human computer interfaces, surveillance sys-

tems, image archive analysis and smart environments. Whilst progress has been

made on human pose estimation, the research often makes strong assumptions

about the appearance. In particular, assumptions are often made regarding the

background, foreground, self and other object occlusion and number of viewpoints.

These assumptions limit the application of computer human pose estimation sys-

tems. In contrast, the focus of this thesis is pose estimation from single real world

images or monocular sequences of poorly constrained scenes. Furthermore, it aims

to accomplish this efficiently. The body of the thesis is structured into three layers:

formulation, likelihood and estimation.

First, the popular, generative, part based approach is extended to allow pose

hypotheses that have different numbers of parts to be compared. This partial config-

uration formulation allows pose estimation in the presence of other object occlusion,

enables efficient estimation and automatic (re)initialisation and gives robustness to

body parts with a non-contrasting or poorly modelled appearance. The problem of

comparing partial configurations is stated as a Bayesian decision problem of discrim-

inating between the class of people and of backgrounds. To describe the body part

shape a probabilistic model is learnt from manually segmented and aligned training

data of multiple subjects in various poses. In order to obtain a low dimensional

model, variations due to intra-person differences and clothing as well as difficult to

observe degrees of freedom and differences between certain similar body parts are

marginalised over. The resulting model allows uncertainty in measurements to be

quantified as well as improving estimation efficiency. Finally, a prior is developed to
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encode inter-part constraints and it is shown that due to these constraints smaller

configurations contain much of the information of larger configurations.

Although a strong likelihood model is critical in determining the success of human

pose estimation many existing models have limitations in terms of discrimination

and efficiency when applied to real world images. Therefore, two novel techniques are

developed to discriminate people with complex, textured appearance from cluttered

backgrounds. A boundary model is developed based upon the divergence between

the appearance distribution of the foreground region and its adjacent background.

In particular, the distribution of the divergence between the joint colour histograms

of these regions is learnt for correct and incorrect configurations. In order to pro-

vide a quantitative empirical evaluation the statistics of intensity edges on and off

human boundaries are also learnt. It is shown that the new boundary model is more

discriminatory and searchable. This is particularly important as early identification

of body parts focuses the estimation. Next, a model is proposed that encodes the

spatial structure of human appearance. In particular, the statistics of the similarity

between regions on the surface of correct and incorrect configurations are learnt.

Encoding inter-part similarity is important in discriminating larger incorrect config-

urations, and due to the combinatorial growth in the number of large configurations

is key to efficient estimation in real world images. In addition to these likelihood

models a foreground model is developed that encodes the expectation of temporal

consistency in appearance for use in human tracking applications. It builds upon

previous techniques by matching feature distributions and using clothing structure

to improve estimation of the adapting foreground appearance.

Once the model and likelihood have been defined pose estimation can be per-

formed. Two approaches to pose estimation can be identified in the literature. The

combinatorial approach identifies body part candidates in the image and then com-

bines the results, for example using dynamic programming, to estimate the overall

body pose. Whilst such methods are efficient they rely heavily upon body part
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detection which is particularly difficult in the presence of occlusion and clutter. In

contrast, the full state space approach searches for whole body configurations and

thereby models the complex self occluding appearance. However, due to the high

dimensional space such methods use local rather than global sampling and require

manual initialisation. By taking advantage of the partial configuration formulation

and the strong likelihood model a straightforward deterministic search algorithm is

able to recover many of the body parts and results of such a search to challenging

scenes are presented.
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Chapter 1

Introduction

This thesis describes a system for estimating human body pose from single real

world images. In particular, it aims to address what are felt to be two key problems

in computer vision based human pose estimation:

1. Discriminating between a subject with a complex, unknown appearance and

a cluttered, unknown scene that possibly occludes parts of the subject.

2. Formulating the pose estimation problem such that efficient, accurate global

estimation is possible in such conditions.

Indeed, in spite of the recent increase in research into human tracking circa 2002

(Moeslund and Granum [2001]) the limitation of most systems to synthetic scenes

and manual (re)initialisation remains.

Before starting the body of the thesis this introductory chapter presents a set of

example results and a diagram that illustrates a life-cycle of sample through the

pose estimation system.

1
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1.1 Example Results

First, in order assist understand of the objectives of system and its operating con-

ditions the reader is referred to Figures 1.1 and 1.2 which illustrate the results of

applying the pose estimation system. Both indoor and outdoor scenes are illus-

trated. The subjects are unknown and are wearing lose fitting, textured clothing.

These images are typical of the those under consideration in this thesis. The output

pose configurations with maximum score after searching for 2 minutes are overlaid.

Notice that the number of identified body parts varies. In this system the visible

parts is determined automatic. This is necessary to account for occlusion by other

objects, such as the door in the final image.

1.2 System Outline

In order to assist the reader in understanding the overall structure of the system,

Figure 1.3 presents a schematic that describes the life-cycle of pose hypotheses,

or samples, through the system. In this system a pose hypothesis is defined as a

set of N layered 2D rigid body transformation parameters. These parameters are

used to transform a probabilistic shape model into the image plane, which in turn

are used to form foreground and adjoining background feature distributions (colour

histograms) for each body part. The relationship between these distributions is used

to compute likelihood ratios that describe how much more likely this configuration

is to be correct than incorrect. A search is performed for the largest likelihood

ratio that also obeys a set of hard constraints on inter-part pose. Notice that this

diagram, like the thesis concentrates on the likelihood model (as opposed to the

search scheme, pose prior or motion model).
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Figure 1.1: Typical results from applying the search for partial pose configurations
to outdoor scenes. The samples with maximum score after searching for 2 minutes
are shown.
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Figure 1.2: Typical results from applying the search for partial pose configurations
using the divergence based likelihood model to indoor scenes. Notice that in one
case a door partially occludes the subject.
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Figure 1.3: A diagram showing the life-cycle of a sample through the pose estimation
system. This is also known as the analysis by synthesis loop. This diagram is only
meant to guide the reader to understanding how the components of the system fit
together.
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1.3 Thesis Outline

The body of the thesis is divided into five Chapters. Chapter 2 discusses the problem

domain, focusing on applications that require visual pose estimation and discussing

what is meant by real world images and pose. The next three Chapters discuss the

system in detail. In particular, Chapter 3 introduces the probabilistic, analysis by

synthesis approach and explains why part based models are appropriate. Within this

Bayesian, part based formulation, partial configurations are presented as the partial

solution to problem 2. Chapter 4 builds upon this formulation and introduces a

novel, highly discriminatory likelihood model based upon both differences between

feature distributions in the foreground and background and similarities between

texture on foreground points and thereby addresses problem 1. Chapter 5 builds on

the strengths of the new formulation and likelihood and develops a computationally

feasible estimation scheme and presents results of pose estimation. The final Chapter

attempts to summarise the system as a whole and discuss the important limitations

of the work. From this outline it should be clear that each Chapter in this thesis

relies on the previous ones for its context and methods and therefore the chapters

are best read in order.

Each of the main Chapters follows a similar format. First, in order to provide a

clear structure and explicitly identify aim and scope, the chapters begin by posing

the key questions that will be addressed in that chapter. Next, a review of research

relating to that chapter is presented. Then after identifying the key limitations of

previous works the novel methods developed in this work are presented. Finally, to

summarise the chapter, the key questions posed at the start are briefly re-answered.



Chapter 2

Problem Analysis

2.1 Introduction

This chapter considers the pose estimation system as a ‘black box’ and concentrates

upon analysing typical input images from various scenes and the requirements of the

pose output (Figure 2.1). In analysing the problem domain this chapter attempts

to answer the following questions:

• Why use computer vision for pose estimation?

• What are real-world images and why are they difficult to model?

• What is meant by pose and what level of detail is appropriate?

These questions are best answered by considering the applications that require or

could benefit from computer vision based human pose estimation.

7
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Image
Computer Vision Pose 

Estimation System

Pose
Computer Vision Pose 

Estimation System

Pose

Figure 2.1: A pose estimation system as a black box that transforms (or compresses)
images of people, with all their irrelevant details, into a description of pose that
an application can easily process. This chapter analyses typical image inputs and
discusses the requirements on pose output.

2.2 Applications

There are many applications, both current and envisaged, that depend upon the

interpretation of human pose and motion. A perfect pose estimation system would

be low cost, non intrusive, accurate and precise. Unfortunately, no such system

is available. In reality, these characteristics are often competing and it is there-

fore unlikely that a one size fits all approach will be successful. For example, to

achieve high levels of accuracy and precision usually requires a more expensive and

intrusive sensing system. Based upon these differences in emphasis three groups of

applications emerge:

Low Detail Examples of low detail applications include existing surveillance sys-

tems and smart environments. These applications must operate over long

periods of time, in-place and therefore must be robust and operate in real-

time. They usually require or emphasise non intrusive sensor modalities and

unconstrained environments. These constraints and the nature of the applica-

tion itself usually result in a low detail pose parametrisation such as presence,

or position in a room, although a more detailed pose description could enhance

these applications.

Medium Detail Examples of medium level applications include computer games,
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virtual reality (e.g. Hilton [1999]) and high bandwidth human computer inter-

faces. Such applications usually emphasise a low cost solution. Constrained

environments and intrusive sensors (such as special gloves for computer games

and those considered in Frey et al. [1995]) are sometimes possible but not

ideal. Fast or real time processing is often important. These applications usu-

ally only require a parameterised description of pose, such as the position and

motion of points on the body.

High Detail Examples of high detail applications include medical and professional

sports analysis. The most important requirement is the recovery of detailed,

accurate pose, usually in the form of 3D structure. In the case of sports

analysis this must be performed in the presence of fast motion. Because of

the emphasis on accuracy and detail systems are usually expensive and or

intrusive. Moreover, these applications are often performed in constrained

environments. Off-line processing is often adequate.

2.2.1 Qualities of Computer Vision Systems

A computer vision based solution is clearly necessary when only images or video are

available. However, computer vision techniques also provide a compelling alternative

to other sensing techniques in applications with certain requirements:

Cost Colour video cameras, such as WebCams, and high performance desktop com-

puters are relatively cheap and widely available technologies for capturing and

analysing large amounts of information.

Intrusive In comparison to electromagnetic sensing systems (e.g. Polhemus) cam-

eras are non-intrusive. Some vision systems have relied upon slightly more

intrusive markers. There are however privacy issues associated with video
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capture. Computer vision systems often assume or require some constraints

on the scene.

Accuracy Compared to sensing modalities such as electromagnetic sensors and

laser scanners, computer vision is a low accuracy, low precision solution. To

achieve higher accuracy and precision often requires carefully calibrated, mul-

tiple camera rigs.

Reliability In less constrained environments computer vision systems are usually

less reliable than more direct sensing modalities and therefore should not be

used in critical situations.

2.2.2 Application Focus

Computer vision techniques have been successfully used for low detail applications

such as surveillance. Computer vision systems have also been somewhat successful

in highly constrained, high detail applications, although the author feels that other

sensing modalities are sometimes more applicable. The focus of this thesis is upon

medium detail applications since they are arguably the most promising in terms of

future applications. A solution to this class of application will allow the automated

interpretation of pose from existing unconstrained images and video material.

2.2.3 Analysis of Image Input

Since the majority of existing images are in colour the focus is upon this modality

instead of range and infrared modalities. No suitable, standard human pose image

databases exist. Therefore images were obtained specifically for the purpose of this

work. These images were obtained with a range of still cameras and video cameras.
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In particular, frames from the Sony DSW, Sony PC10-E and Canon MV600 video

cameras were used, all of which allow direct digital video transfer. The Nikon

CoolPix 775 and Konica Minolta A2 were used for still image capture. Some of

these cameras use compression (such as JPEG) and this was either turned off or set

to the highest quality settings. It is assumed that the intrinsic camera parameters

are unknown (or rather uncertain). The resolution of the majority of the input

images is 640× 480 pixels. This is an appropriate choice since it corresponds to the

lowest resolution of modern digital cameras and mini DV camcorders. Examples of

typical input images are shown in Figure 2.2.

From the point of view of the pose estimation system, the set of images contain

two types of variation: relevant and irrelevant. In this case the relevant variation is

due to pose. It can be seen that there is a large and complex irrelevant variation

between the images. This irrelevant variation is the primary cause of the difficulties

in human pose estimation from images. Indeed, as will become clear, many pose

estimation systems are only successful when the irrelevant variation is significantly

constrained. Regarding these images the following observations and assumptions

are made:

Subject A single subject is assumed to be present in an unknown pose that is to

be recovered. The shape and identity of the subject are only known approxi-

mately. The appearance (e.g. clothing) of the subject is unknown. It can also

be seen that the clothing can be loose fitting and therefore have a complex

outline. Furthermore, the clothing can be textured in complex ways and at

many scales.

Scene The images are of both indoor and outdoor scenes. It is assumed that the

scene has an unknown structure and can contain clutter with a similar scale

to the human body. Different types of scenes lead to differences in the shape
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Figure 2.2: Examples of typical images that will be used for human pose estimation
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of typical objects that are visible (and presumably differences in pose of the

person). Objects in the scene can have a textured appearance.

Viewpoint It is assumed that the scale of the subject is known only approximately.

Furthermore, it is assumed that the class of viewpoint (e.g. overhead, profile)

is known, although the system should be able to be retrained to work with

another viewpoint.

Occlusion It can be seen that in many images a portion of the subject is not visible.

This problem of occlusion is a key difficulty in visual human pose estimation.

Occlusion can be caused by another portion of the subject and/or another

scene object.

Perspective It is assumed that perspective effects are weak. In particular, it is

assumed that these effects are small when compared to intra-person variability.

Perspective effects can be modelled if the intrinsic camera parameters are

known.

Colour All the images are in colour. It has been observed that the colour signal is

often very noisy and that some of the cameras have poor colour reproduction.

Illumination The images can have complex, uneven illumination from multiple

sources. In some cases the illumination is so poor that certain body parts

cannot be distinguished (consider for example the leg in the image in the

third row and second column of Figure 2.2). Some images contain strong cast

shadows and self shadowing often occurs.

The difficulty in modelling real world images is also apparent in the complexity of

graphical models used to synthesise realistic images of clothed humans, which is still

under active research (Jojic et al. [1998]).
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2.2.4 Requirements on Output

In this thesis, pose (or a pose sample) is taken to be a geometric configuration

of a set of body parts (valid or otherwise, correct or otherwise). However, it is

recognised that pose need not involve a decomposition into body parts. Medium

detail applications typically require the position of key body parts, such as the

head and hands, and their motion. This is in contrast to high detail applications

that usually require precise information regarding body part shape and position.

Consider, for example, an image or video query application (that might be used for

surveillance). Such an application might allow the user to search for people (or an

individual) in a particular pose or, in the case of video, making particular gestures.

Such an application would not require highly precise pose, but rather would need

to be able to accurately discriminate between different poses such as standing and

sitting. For the purpose of this thesis it is assumed that the system does not require

personal metric details such as body sizes to be recovered. Images could be missing

information due to occlusion and the system might be required to estimate body

pose given the pose of the visible portion.

2.3 Summary

To summarise this chapter, the questions that were posed in the first section are

briefly revisited:

Why use computer vision for pose estimation? This chapter identified appli-

cations that require the interpretation of human pose and observed that these

applications emphasise differing characteristics. Computer vision based sys-

tems allow low cost, non-intrusive human pose estimation. Furthermore, a
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computer vision solution is necessary for the automated analysis of existing

data. Therefore, the analysis of single, real world colour images was identified

as a compelling application of computer vision.

What are real-world images and why are they difficult to model? Typical

real world images were presented in order to identify the inherent difficulties

in estimating pose. These real world images contain an unknown subject with

a complex, unknown appearance that can be occluded by both other portions

of the body and other objects in the scene. These images also contain an

unknown, cluttered background.

What is meant by pose and what level of detail is appropriate? For medium

detail applications, pose is described in terms of the position of around 10 key

points on the body. This is in contrast to low detail pose (typically 1 to 3 para-

meters, such as presence and coarse pose) and high detail pose (typically 100s

of parameters describing the precise pose and structure). Such applications do

not need precise, accurate measurements but rather only enough information

to discriminate different poses and gestures and thereby function.



Chapter 3

Formulation

3.1 Introduction

The previous chapter presented an analysis of the problem domain, its typical inputs

and the requirements on the output. A promising class of applications was identified

and will be the focus for the remainder of this thesis. This chapter considers how

a pose estimation system suitable for such applications should be formulated. In

particular the following questions will be answered:

• What approach is best for monocular, medium detail applications?

• What are the limitations of current descriptions of pose?

• How can pose estimation be performed in the presence of occlusion?

• How should uncertainty in the subject’s shape be represented?

• What constraints exist on the pose?

16



CHAPTER 3. FORMULATION 17

3.2 Related Research

This section considers previous research relating to the formulation of human pose

estimation systems. It begins very broadly by considering the probabilistic frame-

work that is usually used to represent uncertainty, infer quantities and make deci-

sions in the presence of such uncertainty. Then detailed consideration is given to

the different descriptions of pose. Finally, a short discussion of motion models is

presented.

3.2.1 Mathematical Framework

A camera maps the state of the world to an image, denoted by I. Unfortunately, this

mapping is non-linear, corrupted with noise and artifacts and loses information. This

introduces uncertainty in the state of the world given the image. One can consider

computer vision to be the task of inverting this mapping to allow estimation of

models of the world and their uncertainty. It is emphasised that this does not imply

3D reconstruction; any model of the world could be used. In our case, the model is

one of human pose which is to be developed in this Chapter.

In order to represent uncertainty and make decisions, many human pose estimation

systems and vision systems in general, are formulated in terms of probability theory.

Probability theory is a well developed, principled logic for inference under uncer-

tainty that follows from the Cox Jaynes axioms (Cox [1946], Jaynes [1986]). Whilst

the application of probability theory is important in modelling the inherent uncer-

tainty in the image, it is also important in the construction of an efficient system,

since decision making can proceed in the presence of limited data and assumptions.

In probability theory, the inverse mapping from the data (image) to model (pose)

is represented using a conditional probability distribution p(model|data). This dis-
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tribution allows expectations of quantities to be calculated and optimal decisions

to be made. Many pose systems follow a Bayesian approach where probability is

interpreted as a degree of belief. Bayes rule is a key part of probabilistic modelling

since it allows the dependency between the model and data to be reversed:

p(model|data) =
p(data|model)p(model)

p(data)
(3.1)

posterior =
likelihood× prior

evidence
(3.2)

This reversal is key to understanding the approach of many pose estimation sys-

tems, including the one described herein, since it allows the principled application

of the analysis by synthesis approach to pose estimation, where pose models are hy-

pothesised and compared to the image. Bayes rule also allows additional, perhaps

subjective, prior information to be incorporated, which is important in situations

like human pose estimation when the likelihood is uncertain. Probability theory is

also related to information theory which is used for example in model selection and

density comparison. An excellent introduction to Bayesian methods with examples

motivated by computer vision problems is given in Duda et al. [2001]. To complete

optimal decision making requires the quantification of risk and it is interesting to

note that this emphasises that interpretation cannot be divorced from purpose.

Applying the generative, Bayesian probabilistic modelling framework to spatial pose

estimation yields the architecture illustrated in Figure 3.1. Many human tracking

systems build upon this spatial framework by assuming a Markov relationship be-

tween frames and thereby obtain a temporal prior (e.g. Sidenbladh et al. [2000a]).

Taken together these approaches are essentially the probabilistic manifestation of

the model based architecture proposed early on by O’Rourke and Badler [1980].
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Estimation Scheme

Image Pose

Probabilistic Model

Shape Hypothesis `Score’

Estimation Scheme

Image Pose

Probabilistic Model

Shape Hypothesis `Score’

Figure 3.1: The overall structure of the pose estimation system. In order to estimate
pose an analysis by synthesis, or hypothesis and test, approach is adopted. For
spatial models, the estimation scheme hypotheses shape configurations which are
measured using the probabilistic model.

With this architecture in place the following groups of problems must be addressed

to complete a pose estimation system:

Formulation A model of pose must be developed that describes the variation of

human shape. Prior knowledge on pose should be encoded to constrain the

problem.

Likelihood A likelihood model must be constructed that discriminates correct pose

configurations (i.e. those that correspond to people) from incorrect ones based

upon measurements in the image for the hypothesised shape.

Estimation A computationally feasible estimation scheme must be developed that

searches for probable pose hypotheses.

These three groups of problems correspond directly to the structure of the body

of this thesis (Chapters 3–5). The success of a pose estimation system relies upon

solutions to all these modules (although a particular system may emphasise one over

another).
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3.2.2 Pose Estimation Reviews

There is a great deal of inter-related research on analysing images of people: human

tracking, gesture analysis, activity recognition, face detection and recognition, hand

tracking etc. Much of the research regarding whole body pose estimation focuses

on tracking a manually initialised model over sequences rather than pose estimation

from single images. Furthermore, much of the research is relatively recent; see

for example the chart of publications by year presented in Moeslund and Granum

[2001]. Due to the large volume of work, difference in emphasis and topical nature,

this thesis does not attempt to provide a complete review. The two most relevant

review papers concerning analysis of images of people are summarized below.

• Gavrila [1999] began by considering applications which require pose estimation

and grouped these into domains: virtual reality, smart surveillance, advanced

user interfaces, motion analysis and model based video encoding. Previous

pose estimation systems were classified according to the nature of the shape

model: 2D without explicit shape, 2D with explicit shape and 3D approaches.

This emphasises the importance of the shape model, the choice of which is

“largely application dependent”. The review also considered hand tracking

research since there are parallels in the articulated structure. Human activ-

ity recognition was also considered briefly. In the conclusion some important

remaining challenges were listed: body model acquisition, significant occlu-

sion, initialisation, modelling loose clothing, pose ambiguity, using 3D data,

modelling physical constraints and quantitative evaluation and comparison.

Several of these challenges are addressed in this thesis.

• Moeslund and Granum [2001] and the accompanying paper summaries in

Moeslund and Bajers [1999] have a larger scope and cover more recent work.
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They considered four possible stages in a pose estimation system: initial-

isation, tracking, estimation and recognition. This structure emphasises the

importance of estimation. A useful aspect of this review is the explicit identifi-

cation of assumptions made by pose estimation systems. The assumptions are

grouped into two categories: motion and appearance. Assumptions on motion

include single subject, no camera motion, parallel motion, slow and continu-

ous motion, limited occlusion. Assumptions on the appearance include known

camera parameters, uniform or static background and constant lighting.

Cedras and Shah [1995] and Aggarwal and Cai [1999] also discussed human tracking

but are less relevant since they focus even more upon human motion analysis.

3.2.3 Models of Pose

A model of human pose describes the shape of a person in single images. A model

must be able to describe the variation of pose change illustrated in Figure 2.2.

Since this variation is large and complex these models can have many parameters.

Occams razor suggests that a good model will capture this variation compactly

and will encode constraints to reduce the entropy of the state space. It is also

important, from the point of view of efficient decision making, that the complexity

of the model correspond with the requirements of the application and available

input data. Since different applications emphasise different requirements and have

different available inputs it is not surprising that various models of pose have been

developed. These models can be contrasted in a number of ways. Some models

concentrate on modelling the appearance in the image whilst others explicitly model

the physical structure of the subject and acquisition system. Some approaches

model the body as a whole whilst others break the body into component parts. The



CHAPTER 3. FORMULATION 22

remainder of this section is concerned with discussing and comparing the qualities

of the different types of pose models.

Coarse Image Based Models

Coarse image based models describe the subjects using measurements such as po-

sition, orientation and scale in the image. For example, Fablet [2002], Oren et al.

[1997] and Sidenbladh [2004] recovered the position of image windows around mul-

tiple pedestrians in cluttered scenes. Comaniciu et al. [2000] used a constrained

ellipse to represent the body for real-time tracking. Such coarse descriptions can

be used when the aim is to detect or count people and track coarse interactions

between people (low detail applications). The low dimensional representation al-

lows the state space to be sampled globally and makes real-time implementation

possible on current hardware which is important for such applications. However,

these models usually rely upon a small variation in pose to achieve such a compact

representation. Comaniciu et al. [2000] managed to circumvent this problem by as-

suming the foreground appearance is known and using colour features that change

little through occlusion and changes in pose. However, these models still provide

only limited information about the pose of the subject. Fablet [2002] reasoned that

these coarse models are also useful in initialising more complex models of pose.

However, this automatic initialisation is only applicable for constrained poses for

the aforementioned reason.

A related approach is to use low level image statistics directly for recognition. Polana

and Nelson [1994] advocated this approach for recognising repetitive actions such as

walking and running using motion. Regions of independent motion are segmented

and normalised spatially and temporally before matching to class templates. The

state space is the position, scale and frequency parameters along with the recovered
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motion class. Although such low level recognition approaches result in a fast, robust

system they require training for specific applications.

Contour Models

A more detailed image based representation is the contour. Contours are used

throughout vision to describe shape, see for example the survey in Loncaric [1998].

Active contour models, or snakes, were introduced in the seminal work of Kass

et al. [1988] to segment images based upon the minimisation of an energy function

composed of image evidence terms, such as edge strength, and regularisation terms

such as contour smoothness. Since then many variations have been developed, see

for example Blake and Isard [1998]. The contour modelling approach was further

developed by active shape models in which contour deformations are learnt from

training data (Cootes and Taylor [2001]). In particular, principal component analy-

sis (PCA) is applied to aligned shape instances to produce a low dimensional, linear

representation of the shape.

Baumberg and Hogg [1994] used such an approach to learn the shape deformation

of the outline of pedestrians from noisy image sequences. Tracking was then per-

formed by local optimisation in translation+PCA space and dynamic filtering using

a Kalman filter. Although this resulted in a real time pose estimation system this

was achieved by restricting the pose and viewpoint and sampling locally.

A key advantage of contour models is the ability to learn shape variation. This

is most useful when limited prior knowledge on shape and structure is available.

However, this is not the case for human tracking where the body structure is well

understood and anthropometric measurements exist, such as Grosso et al. [1989].

Furthermore, current approaches to learning these models often make limiting as-
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sumptions, such as a linear shape space, that can allow physically implausible con-

tours. Non-linear contour models have recently been developed to better model the

space of deformations, see for example Bowden [2000].

Contour models are particularly relevant in applications where the background is

known or can be fixed. For example, Haritaoglu et al. [1999a,b, 2000] used statistical

background models to segment multiple subjects. Higher level techniques can be

employed to remove noise and shadows (McKenna et al. [2000], Zhao et al. [2001]).

Human contours have been analysed in a number of interesting ways. For example,

Rosales and Sclaroff [2000] and Rosales et al. [2001] described a specialised mappings

architecture that is used to infer possible 2D joint locations from the Hu moments

of silhouettes. Interestingly, the learning architecture implicitly represents the part

based nature of the human body. The technique does not require calibrated cameras

and when multiple views are available Expectation Maximisation (EM) is applied to

find the most consistent 3D pose and the associated camera views. Haritaoglu et al.

[2000] used the silhouettes to recovered body parts in horizontal walking sequences.

Haritaoglu et al. [1999a] used contour symmetry and temporal periodicity to detect

whether a person was carrying an object and to segment that object. Tabb et al.

[2000] applied a neural network to the distances of points around the contour from

the centre to detect and analyse human motion. Wilhelms et al. [2000] used an

active contour model and interactive correction to recover a 3D body model.

Contours models have also been combined with other models of pose. For exam-

ple, Bowden et al. [2000] learnt a non-linear point distribution model for combined

contour and 2D part measurements to estimate the 3D pose. Ong and Gong [1999]

proposed a similar system but learnt a hierarchical PCA model and used multiple,

fused viewpoints. Such hybrid models help disambiguate self occluding poses, such

as the hands moving over the body, that often occur in the analysis of images of
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people, and thereby resolve a key disadvantage of the contour representation.

Many contour based systems assume a manual initialisation is available and then

proceed by iterative refinement. In order to tackle the problem of detecting (multi-

ple) contour configurations MacCormick and Blake [1998a] proposed a probabilistic

discriminant based upon the ratio of the likelihood of the edge measurements being

foreground to the likelihood of them being due to background clutter. This is a sim-

ilar approach to the one adopted in this thesis. When combined with importance

sampling this allows global sampling of an image containing multiple low dimen-

sional targets (in this case the head and shoulders). This partially addresses the

problem of automatically initialising the contour model but is not practical for more

varied objects.

MacCormick and Blake [1998b] built upon the probabilistic discriminant approach

in order to tackle the problem of applying contour models in the presence of other

object occlusion. The spatial structure of measurements during occlusion was learnt

and used to discriminate occlusion events from weak measurements.

Part Based Models

The structure of the body is well known and a part based description is natural since

it corresponds to our rigid bone structure. Part based models use a fixed number,

typically 10–14, of body parts that are transformed into the image to model the

shape of the subject as a whole.

A common approach to describing the shape of individual parts has been to use geo-

metric primitives. Various levels of sophistication of primitive have been considered.

For example, Ju et al. [1996] proposed the cardboard person model where simple

rectangular 2D patches were used to model the body. Cham and Rehg [1999] also
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used 2D rectangular image regions. Leung and Yang [1995] described a 2D ribbon

model where decisions on the ribbon identity were based upon its termination. Wren

et al. [1997] described the P-finder system which represents the head and hands us-

ing 2D elliptical regions corresponding to the projection of spatial-colour clusters or

‘blobs’. Three dimensional body part primitives have also been used. Early work

by Hogg [1983] used 3D cylindrical primitives to model body parts. Wachter and

Nagel [1999] used cones with elliptical cross sections to model parts. A still more

general set of shapes are super-quadrics, as described in Metaxas and Terzopoulos

[1993]. Tapered super-quadrics have been used to model the arm (Kakadiaris and

Metaxas [1996]) and the whole body (Gavrila and Davis [1996]).

In order to use the part primitives, parameters such as size must be specified. An

advantage of physically motivated models is that accurate anthropometric data is

available (e.g. Grosso et al. [1989]). However, these data correspond to precise shape

descriptions and therefore are infrequently used. Rather the part parameters are

usually manually fitted. For example, Kakadiaris and Metaxas [1996] used multiple

orthogonal views to automatically estimate the parameters of a super-quadric model.

The inter-scene variation due to subject identity is usually ignored. A notable

exception is Sminchisescu and Triggs [2001] whose detailed, high dimensional, human

model used anthropometric data to specify a prior on the part sizes. Intra-scene

variation due to non rigid deformation and clothing motion has not been addressed.

In a part based representation, pose is described in terms of transformations into

image space of the part primitives. It is common to consider the body as a tree

structure, with the torso as the root, and chain the transforms hierarchically, thereby

capturing the kinematic structure of the human body. For example, Cham and Rehg

[1999] described the hierarchical scaled prismatic transform which used translation

and rotation in the image plane to transform 2D rectangular patches. Although 2D

transformations are more compact and easier to visualise than 3D transformations
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they do not allow 3D shape variation and perspective effects to be modelled. Var-

ious parameterisations of 3D part transformations have been proposed. Wachter

and Nagel [1999] used hierarchical 3D transformations with rotation parameterised

using Euler angles. However, as the authors pointed out, this representation has

singularity problems. Singularity problems arise when changes in state become un-

observable. Morris and Rehg [1998] demonstrated that the 2D scaled prismatic

parameterisation does not suffer from such problems. Bregler and Malik [1998] de-

scribed the 3D twists and exponential map formulation, also used in robotics, where

rotations are described by a rotation and a unit vector around which the rotation is

performed. This formulation linearises the kinematics and removes the singularity

problems. Deutscher et al. [1999] point out that singularity problems can also be

overcome by a random sample estimation scheme such as Condensation (Isard and

Blake [1996]) that does not rely upon local derivatives. In order to model complex

joints like the shoulder (which is actually composed of four bones, the thorax, clav-

icle, scapula and humerus) it is necessary to consider a more flexible representation

than relative orientation. Baerlocher and Boulic [2001] investigated the parameter-

isations of ball and socket joints. Many systems account for joints like the shoulder

by allowing relative translation of parts. Although the relative translation is con-

strained by a spring force the size of the state space is still increased. Moeslund and

Granum [2000] considered reducing the size of the state space for the arm by using

a phase space. Part based transformations also allow inverse kinematics techniques,

such as Zhao and Badler [1994], to be applied.

Three dimensional part models account for self occlusion by representing depth and

using standard hidden surface removal. In order to account for self occlusion with

2D part models, Rehg and Kanade [1995] proposed representing a depth ordering.

Although depth ordering is a less principled approach it is a more compact represen-

tation. It is not, however, necessary to predict self occlusions at all. For example,
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Cham and Rehg [1999] were able to track through un-modelled occlusion events by

propagating multiple hypotheses through the occlusion events. Furthermore, even

with a detailed 3D model it can be difficult to describe the appearance of partially

occluded parts. To address this Kakadiaris and Metaxas [1996] proposed actively

choosing viewpoints from which to compute the likelihood based upon part visibility.

One significant advantage of physically motivated 3D models is that hypothesises can

easily be related between multiple views. For example, Gavrila and Davis [1996] used

four “nearly” orthogonal views to estimate pose. However, the focus of this thesis,

and of much other human pose estimation and tracking research, is on monocular

estimation. Barron and Kakadiaris [2001], Taylor [2000] and Mori and Malik [2002]

studied the inherent problems of monocular estimation by estimating 3D pose from

known 2D joint points in images taken with cameras with uncertain parameters.

Part based models also allow constraints on the body, such as joint angle limits to

be encoded. Beyond simple joint angle limits priors over whole pose can be defined.

For example, Karaulova et al. [2000] learnt a hierarchical PCA model to represent

the 3D state space. Furthermore, physically motivated 3D models allow constraints

based upon part inter-penetration to be expressed, e.g. Sminchisescu and Triggs

[2001].

In summary, the part based approach is natural given the prior knowledge of the

structure of the human body. In comparison to image based models, such as con-

tours, using this prior knowledge removes much of the burden of learning highly

varied shape models and implicitly accounts for non-linear changes resulting from

self occlusion, for example. Furthermore, the part based parameter space is easier

to interpret and allows constraints to be encoded more easily than contour descrip-

tions. In comparison to physical models, view oriented models are more compact

since (absolute) depth is not parameterised. The 3D models allow multiple views
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to be related and self occlusion and perspective effects to be modelled explicitly

but these advantages come at the expense of increased dimensionality and problems

with ambiguities.

3D Surface Models

In certain applications, such as some in medical analysis, rigid part based models

are too crude and knowledge of the 3D body shape is required. Due to the large

number of degrees of freedom such models usually require more than a single image

to estimate.

Early work by O’Rourke and Badler [1980] used a collection of intersecting 3D

spheres to model the body. Other early work by Pentland and Horowitz [1991b]

used a finite element model of the human body. More recently, Plankers [2001] and

Plankers and Fua [2001, 2003] described a body modelling scheme where rigid body

parts are replaced by articulated soft objects. Each of these objects defines a field

which specifies the body surface. This model can then be fit to the subject’s body

using optimisation techniques and used for subsequent tracking. Mikic et al. [2001]

considered the problem of fitting body parts to voxel data.

Commercial packages also exist to model humans; see for example the Poser from

Curious Labs (http://www.curiouslabs.com/) and the VRML H-Anim specification

(http://h-anim.org/). However, such models are designed for realistic synthesis and

are less suited for visual analysis.



CHAPTER 3. FORMULATION 30

3.2.4 Models of Motion

The human body exhibits complex patterns of motion that are challenging to model

and the research literature reports significantly better performance, due to con-

straints and better sampling, when appropriate motion models are employed. Mo-

tion models are also of independent interest for gesture recognition and motion

synthesis. However, since the focus of this thesis is on developing spatial models for

estimation from single images, motion models are considered only briefly here. Mo-

tion models usually make smoothness assumptions and it not clear how they would

perform in the case of large other object occlusions.

Sidenbladh et al. [2000a] and Ormoneit et al. [2000] considered automated learning

of models of cyclic motion. Galata et al. [1999] proposed using variable length

hidden Markov models at two temporal scales to capture both the prototypical pose

configurations and high level activity patterns. Pavlovic et al. [1999a,b] and Pavlovic

and Rehg [2000] described the switched linear dynamic network. In this approach

a Bayesian network is used to model the data, with a latent variable switching

between different linear models. Different approximate inference techniques are

derived and the work demonstrates the efficiency of the approach over hidden Markov

models for fronto-parallel walking and jogging sequences. Tissainayagam and Suter

[2000] also considered switched models. Zhao et al. [2002] presented an unsupervised

approach based upon minimum description length vector quantisation techniques.

They recover both motion primitives and transition probabilities.
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3.3 Partial Configurations

In the remaining sections of this Chapter a novel formulation is developed. As

we have seen, computer vision based pose estimation systems typically adopt a

Bayesian, analysis by synthesis approach. This thesis also adopts this framework.

Within this framework a representation of pose must be developed. It is not surpris-

ing that a good representation of pose is key to accurate measurement and efficient

estimation. Indeed, the author believes that some of the limitations of current pose

estimation systems when applied to real world images are symptomatic of a poor

representation and that these limitations cannot be resolved, either efficiently or at

all, by simply improving the likelihood model and estimation scheme.

3.3.1 Limitations of Current Part Based Formulations

A part based approach is adopted because, as discussed above, it naturally encodes

the structure of the human body, corresponds well to the level of detail required

by the applications, has an easy to interpret parameter space, models self occlusion

and allows constraints on the body to be encoded. However, current part based

formulations have some significant limitations.

The approach of partial configurations is a key contribution of this thesis as it re-

moves many of the limitations of previous part based approaches. Recall that pre-

vious part based models use a fixed number of parts, determined manually prior to

estimation. Although this seems a sensible physical model, given that the majority

of people have a known fixed number of body parts, considering the number of body

parts as variable leads to a better visual model for the following reasons.

Efficiency and Accuracy A key problem in visual pose estimation is efficiently
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searching the high dimensional pose space for correct configurations. Indeed,

most human tracking systems, which search the fixed, full dimensional pose

space, rely upon manual initialisation. One approach to solving automatic

(re)initialisation is to use background models or motion to initialise the model,

but this is not possible with single image pose estimation. Instead current pose

estimation systems use part detectors and grouping to efficiently estimate pose.

However, part detection in the presence of clutter and self-occlusion is very

difficult and the grouping of these detectors (often based on dynamic pro-

gramming) leads to poor results. These approaches are discussed in more

detail in Chapter 5. Describing the pose using partial configurations allows

hypotheses with varying numbers of parts to be compared without making as-

sumptions on the relationships between parts. Since configurations of different

sizes can be compared and body parts can be related between configurations

it allows the identification of small configurations to focus the search. For

example, a system could begin by searching for individual un-occluded parts

and then these could be combined and used to predict the position of other

parts whilst modelling inter-part relationships such as occlusion. In summary,

partial configurations make pose estimation and automatic (re)initialisation

possible without relying on ad-hoc models or assuming limited inter-part rela-

tions. Although the state space is larger when the number of parts is allowed

to vary, this formulation allows more efficient and/or accurate estimation.

Other Object Occlusion and Robustness In many formulations there is no model

of, and little robustness to, other object occlusion. Since a 3D model of the

scene is usually unavailable, and requiring one would limit the applicability

of the system, other object occlusion cannot be predicted like self occlusion

and it is therefore necessary to consider a different model to account for other

object occlusion. Although current approaches allow the number of parts to
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be identified prior to tracking, other object occlusion can occur sporadically

in tracking sequences. Therefore, an automatic method for dealing with other

object occlusion is necessary. Here it is suggested that occluded parts are

modelled by simply not including them in the hypothesis. This is not the only

possible approach to parameterising other object occlusion. For example, one

might add a visibility variable to each part and make measurements based on

the part not being present at that position. However, the approach of partial

configurations has the advantage of allowing initial sampling in lower dimen-

sional space to focus the search. Furthermore, if an individual part happens to

be poorly modelled, for example due to a complex texture, poor illumination

or structural differences (e.g. the subject is wearing a kilt!) the system should

be able to proceed by estimating the pose of the remaining parts. Current

systems are not robust to such conditions. In the proposed approach parts

which are difficult to detect can be missing from the pose hypothesis. This

adds a degree of robustness to such situations.

3.3.2 Approach

Partial configurations is a formulation for comparing pose hypotheses with variable

numbers of parts. It is emphasised that possible partial configurations include sin-

gle part hypotheses, fully parameterised hypotheses and everything in between and

therefore subsume previous part based approaches. It is also emphasised that par-

tial configurations are not the same as independent parts. From hereon, a partial

configuration hypothesis, C, is denoted by a set of parameterised part hypotheses,

~c:

C = {~ci} (3.3)
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Clearly, for this approach to be useful it must be possible to compare partial config-

urations of different sizes. Moreover, larger correct hypotheses should be preferred

to smaller correct hypotheses. First, consider how hypotheses in a fixed size state

space are usually compared. The most popular approach is to find the maxima of

the posterior p(C|I), i.e. MAP (maximum a posteriori) estimation. If, as is usually

the case, the probability of the pose is not required, just the pose with maximum

probability, it suffices to only compute the likelihood and prior and ignore the evi-

dence. This assumes however that the image contains (at least) one subject, since if

such a target did not exist a maximum would still be found and the system would

have no idea if this was correct. This approach is not applicable in the case of partial

configurations since essentially multiple models exist (some of which may not have a

corresponding instance). One approach would be to compute the normalising factor,

the evidence, for each combination of parts and thereby compute probabilities that

can be compared. However, this is not computationally feasible.

Instead, the problem is treated as one of discriminating between subjects and the

background at each point in the state space. The state space is therefore augmented

by a class label v that labels the hypothesis as either for a person or for a background

process. The optimum decision between the subject and background classes for a

particular pose is found by choosing the class with the highest probability (assuming

uniform risk) (Duda et al. [2001]). This is equivalent to forming the posterior ratio,

PR(C|I), as given in (Equation 3.4) and classifying hypotheses as people when the

ratio is greater than 1 and as background otherwise. The posterior ratio is related

to the Bayes Factor methodology of model selection (Kass and Raftery [1995]).

PR(C|I) =
p(C, v = person|I)

p(C, v = background|I) (3.4)

Posterior ratios have been applied before in pose estimation. As observed in Siden-
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bladh and Black [2001] this formulation emphasises detection and estimation based

upon knowledge of both people and backgrounds. This approach has also been ap-

plied to images for detection of multiple targets (MacCormick and Blake [1998a]).

Perhaps the most closely related work is that of Ioffe and Forsyth [2001a] where a

mixture of trees was used to approximate the posterior ratio and achieve efficient

estimation. However, the mixture of trees algorithm places restrictions on the form

of the fitness function that make it less appropriate for analysis of real world images

where initial limb localisation is difficult due to clutter, camouflage and occlusion.

For example, the pairwise appearance constraint introduced in the next chapter

cannot be incorporated into such a scheme.

The application of posterior ratios to comparing fully inter connected, variable part

human models is novel. A fully inter-connected model (i.e. where the posterior ratio

is a function of all parameterised parts) is necessary to accurately represent self and

other object occlusion, and to encode the inter-part relations (such as the inter-part

similarity model described in Chapter 4) that are necessary for reliable estimation

in complex scenes.

The posterior ratio allows hypotheses from multiple models to be compared based

upon how different each hypothesis is to a statistical process describing the back-

ground class. From the point of view of efficiency, the key point is that whilst varying

the numbers of parts creates multiple models the parts themselves can be related be-

tween models.

Due to the structured appearance of people, hypotheses with larger numbers of parts

are easier to discriminate from the background than ones with smaller numbers

of parts. Therefore larger correct configurations have higher posterior ratios than

smaller correct configurations.
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3.4 Modelling Part Pose

The approach of partial configurations, as described above, can be applied to both

2D and 3D part transform parameterisations. However, a depth ordered 2D model

is preferred for the class of applications under consideration since they emphasise:

Monocular Estimation Monocular estimation makes accurate estimation of depth

difficult. Furthermore, genuine ambiguities exist with 3D monocular estima-

tion that complicate estimation.

Limited Perspective Effects The class of images under consideration does not

contain significant perspective effects.

Automatic Initialisation A more compact state space makes more efficient sam-

pling easier.

Uncertainty in Shape The uncertainty in shape from perspective effects and 3D

variation introduced because of the 2D model is comparable to the uncertainty

due to clothing and intra-personal variability.

A disadvantage of the 2D model for the class of applications under consideration is

the inability to encode extra physical constraints.

To describe the transform of the pose of a body part i into the image, a 2D parame-

terisation similar to the scaled prismatic parameterisation proposed in Cham and

Rehg [1999] and Morris and Rehg [1998] is employed. Since partial configurations

do not have a single root body part and parts in a chain are often missing, it is

not possible to directly compare different hierarchical representations. Therefore, a

non-hierarchical representation is employed. Although this removes the automatic
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kinematic behaviour, it is not clear whether this behaviour eases estimation any-

way. Since the non-hierarchical representation assigns independent transformation

and orientation parameters to each part this makes the state space larger than using

just relative orientation. However, as was observed above, it is often necessary for

complex joints like the shoulder to use an inter-part distance. Since one can con-

vert between the hierarchical and non-hierarchical representations the difference is

one of convenience. In order to reduce the size of the state space a common scale

parameter is used for all parts.

Translate by (a,b)

Extend by e

Scale by s

Rotate by �

Figure 3.2: A part, shown in grey, is transformed into the image using the part pose
parameters.

The transformation from the part space to image space, shown in vector format in

Equation (3.6) has a straightforward interpretation. First, the probabilistic region

is translated so that the centre is at position (ai, bi). Then, the probabilistic region

is rotated by θi in the image plane and an extension, denoted by ei, is applied to



CHAPTER 3. FORMULATION 38

model out of plane rotation. Finally, the part is scaled by a common scale factor s.

Figure 3.2 illustrates this transform.

~ci = {ai, bi, θi, ei, s} (3.5)

Ti(xregion, yregion) =




ximage

yimage


 = s




cos θi ei sin θi

− sin θi ei cos θi







xregion

yregion


 +




ai

bi




(3.6)

3.5 Probabilistic Regions

Current part based systems use ad hoc geometric primitives, either 2D (e.g. rectan-

gles, ellipses) or 3D (e.g. cylinders, tapered super-quadrics), to model body parts.

Furthermore, the parameters of the primitives are usually tuned to specific individ-

uals prior to estimation and fixed. The problems of uncertainty due to intra-person

variability, clothing and non-rigid deformation are ignored. However, this limits

the generality of the system when a strong prior is not available and inter-subject

variability is significant (although the sensitivity to such assumptions depends upon

the likelihood model employed). In contrast, the approach of probabilistic regions

presented here encodes the shape uncertainty explicitly. In this approach no hard

distinction is made between a hypothesised foreground and background.

Consider the cropped images of body parts illustrated in Figure 3.3. It can be seen

that the variation in shape is, in part, due to clothing and inter-person variation.

Although it would be possible to model these variations explicitly this is unnecessary
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since the class of applications under consideration does not require such information.

Uncertainty is also introduced by assumptions in the model of pose. For example,

for 2D models, un-modelled perspective effects and 3D shape variation increase the

shape uncertainty. Again, it depends on the input data (and thereby the application)

as to whether parameters such as 3D position are important. Therefore, shape

model uncertainty is due to un-parameterised variation. This is in contrast to pose

uncertainty which is inherent in the problem.



CHAPTER 3. FORMULATION 40

Figure 3.3: Cropped images of body parts that were aligned using manually specified
parameters for the 2D transform. The rows correspond to torsos, heads, upper arms,
lower arms, upper legs and lower legs. The torso images are shown at a different
scale to the other parts.
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3.5.1 Learning the Probabilistic Region Templates

To represent shape uncertainty, the non-transformed shape of a body part, i, is

represented using a non-parametric probabilistic distribution denoted by Maski

and termed a probabilistic region template. Each point in this region represents the

probability of that point being on the part. To estimate these probability masks,

part segmentations were manually aligned using the 2D transformation presented

in the last section. To do this a small application was constructed to mark up

the images and thereby specify the alignment transformation. Training data was

gathered from photos of people at a fixed distance from a camera with fixed lens

parameters. To simplify training limbs were only extracted from parts with maximal

extension (i.e. with the major axis of the part approximately parallel to the image

plane) thereby reducing the number of transform parameters to 4. These were

specified using two predefined, opposing boundary points, for example the elbow and

shoulder for the upper arm. This transformation was also used to extract a sub image

containing the untransformed part. Then the foreground was manually segmented

by masking the region in an image editor. In some situations the boundary of a

part is subjective (consider for example the head and neck). This issue is partly

circumvented by choosing a consistent segmentation and partly by modelling the

inter-part appearance similarity as described in the next chapter. Figures 3.3 and

3.4 illustrate typical cases along with example segmentations. Twenty segmentations

were performed for each limb part (making a total of 160), 20 for the torso and 40

for the head. Notice that the segmentations were deliberately not re-scaled to take

account of changes in the physical size of the subject in order to account for this

variability.
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Figure 3.4: Examples of manually segmented part foreground. The rows correspond
to torsos, heads, upper arms, lower arms, upper legs and lower legs.
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3.5.2 Reducing the Size of the Search Space

Probabilistic regions are a principled approach to representing uncertainty in the

shape model based upon the marginalisation over un-parameterised shape variation.

The number of parameters with which to describe the object’s shape can be varied

and the effects on its shape uncertainty investigated. While it would be possible to

augment the rigid transformation parameters with a set of basis regions, the mean

was found to be sufficient (especially when considered in the context of the likelihood

model described in Chapter 4). In order to describe other objects, especially rigid

objects that have significant 3D variation, such as cars, it would be necessary to

learn a basis of weights or use an explicit 3D approach.

In summary, the probabilistic region template is estimated using the frequency at

each point across all segmentations and not parameterising a degree of freedom

(and marginalising over it) reduces the size of the state space. This reduction in

the size of the state space is key to efficient automatic initialisation. With this in

mind, the rotation about each limb’s major axis is not parameterised since these

rotations change the shape and appearance very little. Furthermore, the limbs are

constrained to be symmetric about the vertical axis thereby reducing the size of the

space of rotations by two (i.e. the segmentations were flipped vertically and used

for learning). The resulting probabilistic region templates are shown in Figure 3.5.

Note that whilst the equations assume these probabilistic region templates have

infinite extent they are illustrated, and implemented, as masks with a finite size

that contains all the non-zero probabilities.

It can be seen that the resulting limb and torso regions are similar to tapered

cylinders. Indeed, these masks could be approximated by such a shape with, for

example, an exponential function describing the drop in foreground probability.

However, in order to represent more general shapes and their uncertainty in a simple
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Figure 3.5: The probabilistic region templates, all at the same scale, that result from
marginalising over the foreground segmentations and enforcing horizontal symmetry.

manner, the non-parametric approach described here is preferred.

3.5.3 Probabilistic Self Occlusion

In this thesis depth ordering is used to account for self occlusion (although a 3D

model was used for earlier work that is presented in the Appendix). Since the

depth ordering is not known prior to estimation in most cases, the ordering must

be included as part of the pose hypothesis. Depth order has been applied to model

based tracking previously (Rehg and Kanade [1995]).

To represent this ordering a pose hypothesis is taken to be a sorted set of part
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hypotheses, with the nearest part first. Since the model of shape is probabilistic,

multiple parts could be ‘visible’ (in the probabilistic sense) at a particular point in

the image. More specifically, the probability that a part, i, is visible at image point

I(x, y), or its foreground probability at that point, is determined by the inverse part

transform, as shown in Equation (3.7) where j labels closer, instantiated parts.

p(visible|(x, y), i,C) = Maski(T
−1
i (x, y))×∏

j

(1−Maskj(T
−1
j (x, y)) (3.7)

The probability that the background is visible at a given point is given by Equa-

tion (3.8), where j indexes all instantiated parts.

p(visible)|(x, y),C) = 1−∑

j

p(visible|(x, y), j,C) (3.8)

These are key equations that will be used to form the appearance model that is

used for likelihood measurements. In particular, the probability of a part being

visible, or the foreground probability, at a point in the image determines a weight

that is used to form a distribution that describes the appearance of the body part.

The likelihood model also expands the notion of a part’s background probability

(1− p(visible)) to the notion of a contrasting background probability that depends

on which other body parts are visible at that point and how visible they are likely

to be at that point. This notion of contrast is necessary in order to account for the

appearance similarity of different body parts (i.e. the upper arms are often similar

to the torso).
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3.6 Pose Prior

In order to constrain the pose to valid configurations a prior is proposed. In this

thesis this is a simple hard constraint prior based upon learning the upper and lower

bounds on the relative pose of anchor points defined on pairs of body parts. This

prior is learnt from approximately 150 instances of standing, walking, pointing,

waving and sitting poses from various viewpoints (i.e. not always face on). In

all these poses the person is upright in the image. The prior embodies scale and

translational invariance. Whilst a more specific model, defined in terms of global

pose, would improve discrimination, such models require more data to estimate and

are not the focus of this work. The prior used does not constrain the orientation,

scale or extension of the body parts.

Consider two parts, i and j with configuration ~ci and ~cj. For each part, a set of

anchor points is defined that corresponds to the position of idealised joints in the

body. These anchor points are specified manually. The limb has an anchor point

at each end, the head has a single anchor point at the neck and the torso has an-

chor points at the neck and limb joint points. Let the vector (specified in Cartesian

co-ordinates) that connects the anchor points between parts i and j be vi,j. The

prior probability that the pair is correct is considered to be a top hat function over

the relative position of these anchor points. The parameters of the distribution,

the maximum and minimum relative horizontal and vertical translations are speci-

fied from the training data. The prior over background poses is also considered to

be uniform, but over the entire image. The prior probabilities of being a person,

p(person), or background, p(background), are unimportant because only a single

maximum is sought. They would become important for detection and scenes con-

taining multiple people. The prior on the pose as a whole is formed by assuming

part independence and is given in Equation (3.9). Body parts are also constrained
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Bounding Box

Head

Image Plane

Lower Arm

Figure 3.6: The prior specifies hard constraints on the relative position of anchor
points on the projection of body parts. These constraints can be visualised as
bounding boxes in the image plane. Note that all parts are connected in this manner
in the non-hierarchical model described here.

to lie within the image.

p(C, v = person) ∝ ∏

i,j:j>i

p(vi,j|person) (3.9)

3.7 Summary

In order to summarise this chapter the questions that were posed in the first section

are briefly revisited:

What approach is best for monocular, medium detail applications? A Bayesian,
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analysis by synthesis approach, whereby pose models are hypothesised and

compared to the image and prior constraints, is a principled approach that is

often adopted. Within this framework a part based representation has many

advantages. Moreover, for this class of application a lower dimensional 2D

part model is preferred.

What are the limitations of current formulations? A significant disadvantage

of existing formulations is that they either do not make use of ‘bottom-up’

body part identification, and are therefore highly inefficient and require man-

ual (re)initialisation, or that they make restrictive assumptions on the rela-

tionship between parts (e.g. self occlusion) and therefore give poor results.

Another significant disadvantage of most current part based approaches is

that they assume no sporadic other object occlusion, loss of visibility due to

poor illumination or camouflage. The partial configuration formulation was

proposed as a solution to both these problems.

How can pose estimation be performed in the presence of occlusion? For

2D part models, depth ordering can be used to represent and predict self oc-

clusion. Partial configurations can be used to cope with occlusion by other

objects in the scene.

How should uncertainty in the subject’s shape be represented? Probabilistic

regions were proposed in order to represent the uncertainty due to shape. Un-

certainty in shape, which is distinct from uncertainty in pose, is represented

to increase efficiency.

What constraints exist on the pose? In a part based formulation a range of

constraints exist on the solution. In the current implementation, a simple

prior was proposed based upon the relative position of pairs of body parts.



Chapter 4

Likelihood

4.1 Introduction

In the previous chapter a model of human pose was developed. This chapter dis-

cusses how models of pose can be used to make measurements in the image and

thereby discriminate correct from incorrect hypotheses. It is not surprising that

the likelihood is critical to accurate visual pose estimation. However, due to the

complexity and variation of human appearance, as discussed in Chapter 2, building

a general but discriminatory likelihood model is difficult and still a topic of active

research. In discussing, reviewing and developing likelihood models this chapter

aims to address the following questions:

• What visual information can be used to compute a likelihood model?

• How can single body parts be better discriminated?

• How can the correct pose be discriminated from the huge number of incorrect

multi-part configurations?

49
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4.2 Related Research

Whilst learning the joint PDF of measurements conditioned upon model parameters,

p(I|C, v) is the optimal framework for likelihood models, it is impossible to reliably

estimate this distribution due to the large number of parameters. Therefore, in

the interests of generalisation a model must be established that encodes conditional

independencies, representing, for example, invariance to position and changes to

foreground appearance. Various likelihood models have been proposed and this sec-

tion reviews and critiques the various approaches. Furthermore, these individual

models are often fused to improve performance and interesting or important com-

binations are discussed. The aim is not to present an exhaustive enumeration of

the implementations of different types of likelihood models. Rather the aim is to

identify the main approaches and their fundamental assumptions and limitations.

The literature relating to likelihood models for detailed pose estimation is limited

and can be divided into boundary and foreground models. These models are dis-

cussed in the Sections 4.2.2 and 4.2.3. The literature for human tracking likelihoods

is more rich and includes, for example, optical flow and background models. Since

a human tracking system was also developed as part of this thesis (and is discussed

in the Appendix), tracking specific likelihoods are also briefly discussed. As there is

a limited amount of research relating to likelihood models for human pose estima-

tion and since similar problems occur in describing the appearance of other objects,

references are sometimes made outside the human pose estimation literature.

4.2.1 Properties of Likelihood Models

To begin the discussion of likelihood models consideration is first given to identifying

the characteristics of a good likelihood model. Although the likelihood model should
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be tested as a component within the context of the entire pose estimation system,

two factors can be identified as important in a likelihood model:

Discrimination Strong discrimination is necessary for good posterior classification

since the number of incorrect instances is much larger than the number of

correct instances. From the point of view of discrimination the ideal likelihood

model would be a delta function on the correct model configuration. The

discrimination of a model should be measured over a large representative set

of test images and thereby implicitly account for the generalisation of the

model.

Efficiency The likelihood surface is usually multi-modal and complex and therefore

requires iterative sampling in order to determine the maxima. Since the search

space is large and human pose estimation emphasises efficient estimation the

likelihood model should allow rapid sampling and/or efficient sampling tech-

niques (e.g. local gradient ascent).

The discrimination and efficiency of a likelihood model can be competing goals.

Furthermore, there is a tradeoff between the generality of the likelihood model and

it’s discrimination. For example, in situations when a foreground appearance esti-

mate is available better discrimination is possible. As discussed in Chapter 2, a key

problem in human pose estimation is that limited information is available regarding

the foreground and background appearance.

4.2.2 Boundary Models

Likelihood models based upon the difference in appearance of the foreground and

background around the boundary of the model are popular since they are largely
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invariant to changes in foreground and background appearance. Much of the litera-

ture on human boundary models relates to tracking but is applicable here. However,

since human trackers use temporal constraints, and the tracking sequences are usu-

ally short and manually initialised, strong discrimination is less important than in

global pose estimation.

Intensity Edge

Matching model configurations to the intensity edge field has a long history in

computer vision, for example, in industrial vision applications. The focus on analysis

of intensity is due in part to the availability of grey scale cameras in early research.

Edge responses are largely invariant to illumination changes and are easy to extract

and match. It is natural therefore that edge based matching be applied to human

pose estimation.

Early work by Hogg [1983] used a threshold on the magnitude of the Sobel filter re-

sponse to detect edges. Projected model boundary segments were then inspected to

find edges within a specified distance and relative orientation. These measurements

were combined using an average over the boundary segment and then each part was

weighted depending on its size and visibility. In order to constrain the search pose

candidates, frame differencing was also employed.

Gavrila and Davis [1996] used the results of edge detectors from multiple viewpoints

to determine pose. However, instead of counting edge features within some thresh-

old, a robust variant of the chamfer distance transform was computed from detected

edges for matching. The distance transform has the advantage of providing a grad-

ual change between the contours and a long range effect. However, edges that are far

from the hypothesis, not moving nor background were removed in order to improve
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the result.

Instead of matching to the results of edge detection, Wachter and Nagel [1999]

convolved a model edge directly with the filter response. The edge was modelled

using a 1D Gaussian with manually specified variance. Strong candidate model

edges were actively selected based upon the overlap with similar parts.

The energy term of active contour models is often formulated using intensity edge

measurements. A standard approach involves casting contour normals and making

measurements along these ‘measurement lines’ (Blake and Isard [1998]). To form

the likelihood either edge detection is performed along these lines (Isard and Blake

[1996]) or the intensity profile is matched to a learnt profile (Cootes and Taylor

[2001]). Making non-localised measurements along lines allows errors in the shape

model and the detection process. However, as the length of the measurement lines

increases the constraints on shape decrease since consistency between lines is not

enforced. The approach of casting measurement lines can also be applied to rigid

part models.

MacCormick and Blake [1998a] developed a probabilistic formulation for contour lo-

calisation using measurement lines. The resulting contour discriminant was similar

to the likelihood ratio approach adopted here. However, the focus was on mod-

elling the distribution of features on the foreground and background in contrast to

the emphasis of this thesis, which is on learning these distributions. Building upon

this contour discriminant formulation, MacCormick and Blake [1998b] considered

removing the assumption of measurement line independence in order to deal with

occlusion. The idea was that occlusion generates poor measurements that are struc-

tured. The dependence between measurement lines was encoded as a prior on the

structure of the measurements around the contour and the prior was represented

using a Markov random field learnt from previous occlusion instances.
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A state of the art ‘bottom-up’ statistical edge model, that is particulary relevant

to this thesis, is described in Konishi et al. [2003]. This work emphasised the im-

portance of modelling filter responses from the non-boundary edges (e.g. texture)

in order to characterise the strength of a set of edge measurements. Ground truth

segmentations were used to learn the PDF of filter responses on and off object bound-

aries. Many filters were considered and applied at multiple scales. By estimating

the joint distribution, represented non-parametrically using an adaptive histogram,

the work attempted optimal fusion of the filter responses. The ratio between the two

learnt PDFs, the likelihood ratio, is a non linear mapping from edge features to a

measure of the edge strength. In comparison with standard model based techniques

excellent results were reported and this represents the state of the art in ‘bottom

up’ intensity edge detection.

Sidenbladh and Black [2001] took a similar approach but learnt object specific fea-

ture distributions. The PDF of intensity edge features was learnt for points around

human boundaries and for points on the background. Likelihood ratios were then

combined by assuming independence. In contrast to many other systems, it was

also reasoned that the important edge information is contained in the orientation

and scale of the edges rather than in the magnitude and therefore the image should

be contrast normalised. It is interesting to note that the empirical distribution of

edges does not correspond to the oft assumed Gaussian form. A conclusion of the

work was that intensity edges provide a sparse cue and that a statistical model of

colour and texture would improve results.

Ronfard et al. [2002] took a different approach to using the variation in intensity by

learning support vector classifiers for whole parts (and one for the whole body) based

upon orientation and scale specific Gaussian derivative filters (a 2016 dimensional

feature vector per image location). Although the system is part based it does not

explicitly parameterise occlusion, i.e. if present, the effects of occlusion must be
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learnt. Surprisingly, the foreground appearance, i.e Gaussian smoothing, was also

learnt. The classifiers were trained upon 100 manual part identifications. The false

part detection rate (in contrast to person detection which makes use of grouping)

was reported to be approximately 80% (although this does not include confusion

between parts).

Due to the limitations of using edges cues in real world images, edges are often fused

with other cues. For example, Wachter and Nagel [1999] used a foreground template

to stabilise tracking.

Colour and Texture Boundary

Intensity edges provide a suboptimal representation of model boundaries since they

do not make use of colour information. Furthermore, they do not account for texture.

For the typical images of people presented in Chapter 1, texture is often apparent

at scales of 2 to 20 pixels. Using intensity edges in textured scenes leads to poor

boundary discrimination (large numbers of false positives and false negatives). There

is, however, a limited amount of research pertaining to ‘top down’ colour and texture

boundary models, especially for human pose estimation.

The compass operator described in Ruzon and Tomasi [1999] used the divergence

between colour distributions either side of a circle’s oriented bisector (hence the name

compass) to find edges in colour images. Martin et al. [2004] used a similar approach

but used intensity edge, colour and texture features to detect boundaries. However,

in contrast to the compass operator, the parameters of the system were learnt from

ground truth segmentations in a similar manner to Konishi et al. [2003] (described in

the previous section). Colour was represented in the CIE-Lab space and the colour

gradient was formulated using the χ2 measure between colour histograms either side
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of the boundary. Texture was represented using cluster labels, or textons (Malik

et al. [2001]), based on Gaussian derivative responses and the texture gradient was

formulated using the χ2 measure between the texton distributions. This approach

provided good performance for a ‘bottom up’ method.

Shahrokni et al. [2004] used zeroth and first order Markov processes along a mea-

surement line to model texture and determine the most likely position of a texture

boundary (assuming the line crossed the boundary). Their results on tracking rigid

textured objects in cluttered scenes emphasised the importance of modelling texture

and the limitations of intensity edge cues. The Markov measurement line formula-

tion allowed fast local tracking.

4.2.3 Foreground Models

Absolute Foreground

The absolute foreground appearance provides a strong cue for pose estimation. How-

ever, in the case of human pose estimation a description of the absolute appearance

is usually unavailable, primarily due to changes in clothing appearance. In track-

ing scenarios, foreground appearance can be assumed to be known from manual

initialisation. However, the absolute appearance is susceptible to adaptation due

to lighting change and clothing motion. Appearance estimation in the presence of

large pose uncertainty and appearance adaptation is a key unanswered question in

foreground appearance modelling. For this reason foreground cues are often fused

with a ‘stablising’ cue.

A case when absolute appearance is known with some certainty is skin. In relation

to human pose estimation, Forsyth and Fleck [1997] learnt the texture distributions
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off-line in order to detect naked people in images and Ioffe and Forsyth [2001a] used

template matching to find limb segments and torsos of naked people. Park et al.

[2000] used a segmentation scheme and then applied a colour classifier to detect skin

coloured body parts. Although skin colour provides a strong cue, and has been used

in many successful realtime systems, it is not used since it is sensitive to illumination

and subject identity, places restrictions on pose (i.e. that the skin is visible) and is

often only applicable to the head and hands.

Template matching is an established technique for localisation. Cham and Rehg

[1999] used a probabilistic formulation of template matching on intensity to localise

body parts for tracking. In particular, each pixel on the model surface was assumed

to be normally distributed with mean found from the manual initialisation in the first

frame and a global, manually specified variance. The total likelihood was formed by

assuming independence between pixels. No method was presented for adapting the

appearance information. In contrast Wachter and Nagel [1999] used the difference

between the points on the hypothesis and the points on the previous maximum (but

also relied upon manual initialisation). Measurements were combined using a sum

of squared differences. Neither of these approaches is robust to outliers and the

assumed Gaussian noise model may not be appropriate in the case of significant

relative clothing motion and foreground texture.

In contrast to the template matching approach, where spatial information is used,

histogram matching is based upon marginalisation over spatial extent. This ap-

proach is fast, eases foreground appearance estimation and adds a degree of ro-

bustness to relative clothing motion. An example of such a technique is Comaniciu

et al. [2000] in which the mean shift, a local search technique, was employed to

maximise the Bhattacharyya divergence between the hypothesised and estimated

colour histograms. The technique demonstrates good performance in the presence

of background clutter and significant un-modelled partial occlusions and operates
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in realtime. However, these advantages come at the cost of reduced discrimination

and localisation. In situations where absolute appearance information is available

and this appearance is non-uniform it is likely that a matching method that makes

use of spatial information whilst being robust to movement of the textured surface

would discriminate and localise best.

In order to account for such complex variations in appearance Sidenbladh et al.

[2000b] proposed learning a linear subspace representation of the surface texture for

a particular subject from a set of views (linear subspace models have been widely

applied in face modelling, see for example Turk and Pentland [1991]). Ground truth

for a 3D cylindrical shape model was provided by a motion capture system which

was in turn used to project the image onto the model surface. Since each view

provides only a portion of the 3D limb model’s surface the principal components

algorithm was modified so that regions on the surface are weighted by visibility.

The likelihood is then formed based upon the distance between the learnt model

and the hypothesised appearance in this linear subspace. Notice that this model

allows rotation about the limb’s major axis to be recovered if the limb’s surface

has distinguishing non-symmetric features such as an emblem. A disadvantage of

this approach is that the whole appearance must be learnt off-line and the result

cannot be adapted between different targets and may be complex to adapt online

for a specific target.

Ramanan and Forsyth [2003] used motion, appearance consistency and kinematic

constraints to find a colour representation of the foreground appearance of individual

limbs automatically before tracking. The subject was then tracked efficiently using

the mean shift algorithm.

Absolute foreground appearance models are also of interest for maintaining sub-

ject identity across sequences. For example, McKenna et al. [2000] and Haritaoglu
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et al. [1999b] used colour and texture information to track specific people through

occlusions and group interactions.

Foreground Structure

Foreground structure models are those models that use the relationship between

foreground features. In relation to human pose estimation and tracking, only a

limited amount of research has made use of such relations.

A clear example of the discriminatory power of foreground structure is provided by

the similarity templates as discussed in Stauffer and Grimson [2001]. A similarity

template is the concatenation of all the relationships between pairs of pixels in an

image window. These similarity templates have been used for pedestrian detection

and provided good discrimination. However, it relied upon limited variation in pose

and was slow to evaluate.

The Pfinder system (Wren et al. [1997]) used clusters in colour-position space to

find the head and hands. This approach allows a real time implementation which

reported good generalisation. However, foreground regions were first segmented

using a background model and the recovered pose was coarse.

Sidenbladh and Black [2001] learnt the distribution of ridge features at the scale

of the body part for correct and incorrect configurations. A ridge is a point that

has strong change in one direction and little change perpendicular to that direction.

Ridges occur because of the curvature of the body parts. Ridge features were for-

mulated in terms of second derivative filters of intensity at the scale of the body

part in a similar manner to Lindeberg [1998]. It is not clear how dependent ridge

features are on illumination.
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4.2.4 Other Models

In this section, likelihoods models that are applicable to (some) human tracking

scenarios, but not human pose estimation, are discussed briefly.

Optical Flow

Low level optical flow fields can be used to estimate the parameterised motion of

the human body and provide a strong likelihood cue. Using an optical flow field has

many of the benefits of the foreground appearance modelling techniques, but since

it uses frames that are close temporally, it is less sensitive to illumination changes.

A general survey of motion based recognition systems was performed by Cedras and

Shah [1995].

Both dense and sparse optical flow fields have been used for human tracking and

motion analysis. An early example of the use of dense optical flow for human tracking

is provided by Ju et al. [1996] where the motion of a 2D ‘cardboard person’ model

was recovered. However, the system was applied in a constrained environment to

track parallel lower leg motions and did not provide a technique for dealing with self

occlusion. Pentland and Horowitz [1991a] used optical flow to recover a 3D model.

Sidenbladh et al. [2000a] used optical flow in a Bayesian framework with explicit

occlusion handling to track a 3D model. Sminchisescu and Triggs [2001] combined a

correlation based optical flow field with edge features by weighting their proximity

to the motion boundary. Song et al. [2000] used the position and flow of (sparse)

Lucas-Kanade feature points to detect and label human motion in the presence of

simple background movement. Fablet [2002] proposed using the eigenvectors of the

full body motion field to detect human motion and initialise a more detailed model.

Many optical flow systems implicitly assume that only the target is moving and it is
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unclear how successful they would be in more complex environments. Furthermore,

optical flow based likelihoods can suffer from accumulation of errors resulting in

the model drifting from the subject. Finally, due to the complexity of the clothing

surface the brightness constancy assumption may be inappropriate.

Background Models

In scenes where the background can be estimated it is possible to segment the

subject. These models usually require that the background be static or adapting

slowly. Therefore applying such techniques to moving camera sequences is difficult.

Much research has been done regarding background models, some of the research

relating to human tracking includes:

For the realtime W4 surveillance system (Haritaoglu et al. [2000]) a background

model was employed to quickly segment multiple subjects. The background model

consists of per pixel minimum and maximum intensity and maximum inter-frame

change. Pixels are first determined that differ from either the minimum or maximum

by more that the maximum inter-frame change. Then thresholding, morphology and

connected component operations are applied to remove noise and find foreground

regions of significant size. High level grouping is used to determine if pixels should

be adapted. Further processing was performed to recover body parts. This system

was extended in later work to take into account multiple people (Haritaoglu et al.

[1999b]) and people carrying objects (Haritaoglu et al. [1999a]). McKenna et al.

[2000] described a more principled probabilistic background model. In particular,

the distribution of colour and colour gradient at each pixel was modelled using a

Gaussian distribution with the colour channels assumed to be uncorrelated. A pixel

was classified as foreground if it differed from the mean by more than three stan-

dard derivations (which by Chebyshev’s theorem, includes at least 88.9% of the
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data regardless of the distribution). Shadows, which are typically a problem with

background models, were handled by making decisions based upon chromaticity and

texture information. Zhao et al. [2001] extended this idea by predicting shadows

from scene knowledge. Mikic et al. [2001] used such background models from mul-

tiple calibrated viewpoints to construct a voxel (3D) representation of the subject.

Since the segmented silhouette resulting from background models gives limited pose

information it is often combined with other cues. For example, Deutscher et al. [2000]

and Sminchisescu [2002] used the background model to weight edge measurements.

Depth

In situations where depth information is available it can be used in the likelihood

model. For example, Darrell et al. [2000] proposed using depth to segment subjects

in cluttered environments and then used colour and texture models to identify the

head and hands. Okada et al. [2000] integrated optical flow and depth information

to estimate the 3D pose of the subject.

4.3 Spatial Likelihood

Although several likelihood models have been proposed, it is the author’s opinion

that more emphasis needs be placed on likelihood models in order to achieve accu-

rate, efficient human pose estimation from real world images. In particular, the high

level shape information has not been used to best effect in formulating boundary

and foreground structure models:

Boundary Models Part boundary likelihood models in most current pose estima-
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tion and human tracking systems are based upon bottom up boundary models

that do not make use of the high level shape information (e.g. Deutscher et al.

[2000], Sidenbladh and Black [2001]). The performance of these localised bot-

tom up boundary models on finding boundaries in whole real world images

was significantly lower than human performance (Martin et al. [2004]). This is

not surprising given that texture is an inherently non-localised property that

can occur over large scales and that the high human performance depends

upon having large regions either side of the boundary. Bottom up approaches

are unable to account for differences in large scale textures that are common

in images of people and therefore lead to poorer discrimination and lower ef-

ficiency. Moreover, using texture on measurement lines (such as Shahrokni

et al. [2004]) assumes that the texture can be described by this line, which can

be violated, e.g. when the surface undergoes rigid deformation.

Foreground Models Whilst it has been shown that the relationships between

pairs of foreground features can be used to reliably detect pedestrians (Stauf-

fer and Grimson [2001]), this information has not been used for detailed, part

based pose estimation. In particular, the relationship between body parts

which usually have a similar appearance, has not been used to enhance dis-

crimination. In this system the similarity between the appearance of oppos-

ing body parts is used to improve discrimination of larger configurations and

thereby constrain the estimation.

In this section a model is developed that provides a common approach to boundary

modelling and foreground structure modelling based upon the divergence between

regions in the image formed by the high level shape information.
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4.3.1 Part Boundary Model

Approach

The approach taken here to discriminating single body parts is to use the divergence

between the appearance of the foreground, as induced by the high level shape model,

and its adjacent background. These appearances will be dissimilar as long as a part

is not completely camouflaged. This is illustrated in Figure 4.1.

Figure 4.1: The probabilistic region template for the lower leg is transformed into
the image. The probabilistic region is used to estimate the foreground and adjacent
background appearance distributions. The likelihood model is formed based upon
the divergence between these distributions.

Divergence between feature distributions in a region has been used for bottom up

detection (with small compass regions as discussed above) and texture patch dis-

crimination (e.g. Puzicha et al. [1999]). The model proposed here is the natural

application of this approach to high level shape models.

It may aid the reader to interpret this as a model based segmentation scheme and

contrast this approach to both the boundary detection approach and the region ho-

mogeneity approach. The difficulties in applying boundary detection to real world

images were discussed above. Segmentation by region homogeneity is also not gen-

erally applicable since homogenous regions do not correspond to the body part
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structure (parts can be non-homogenous and homogenous regions can cross part

boundaries). The approach here is based on the assumption that the appearance of

the region as a whole is different from the appearance of the adjoining background.

In order to demonstrate the improvements in discrimination and efficiency that this

approach affords it will be compared with an intensity edge model.

Foreground Appearance

A generic foreground appearance model is adopted here based upon marginalising

features over the foreground region, weighted by their visibility, p(visible|(x, y), i,C),

as given by Equation (3.7). This appearance model, makes the assumption of limited

foreground structure and is more applicable to clothed parts, that are characterised

by large regions of unknown, uniform texture than other objects, such as faces, that

can be described by local feature vectors (Fergus et al. [2003], Schiele and Crowley

[2000]). In human pose estimation the image regions that can be related occur

at a larger scale (i.e. at the size of body parts, instead of localised features) and

the relative pose of these regions is highly varied (in contrast to facial features).

Furthermore, this approach is most useful for discriminating highly deformable,

textured objects and would be less useful in localising rigid man made objects such

as cars.

Improving Efficiency By Combining Part Models

Some individual limb segments have a similar shape and therefore give similar re-

sponses to boundary models. This is especially true of divergence based likelihood

models that are less sensitive to the boundary position. In order to improve the

efficiency when initially identifying limb candidates (which, as described in the next
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Chapter, comprises a significant amount of the search time) the small differences

between individual limb segment shapes can be marginalised over without much loss

in boundary discrimination. Therefore, in this system the lower arms and lower legs

are represented using a single limb segment probabilistic mask template.

Background Appearance

In order to identify parts based upon a difference in appearance between a part’s

foreground and adjacent background it is necessary to form a background appear-

ance with which to compare. A key difficulty in modelling the boundary of body parts

is that different parts often have similar appearance and are either neighbouring or

overlapping. For example, points on the upper arm are often similar to points on

the torso and these parts are adjoining and often neighbouring and/or overlapping.

It is for this reason (in addition to more frequent occlusion) that it is more difficult

to discriminate torsos ‘bottom up’ than outer limb parts, such as the lower arms.

In order to discriminate overlapping and adjoining parts a model for the notion

of a contrasting background is proposed that is different to the model of non-part

membership, 1− p(visible|(x, y), i,C), as defined by Equation (3.7). Let the proba-

bility that a point is contrasting to the foreground be p(contrast|(x, y), i,C). This

point-wise model of contrast can then be used to form the contrasting background

appearance distribution and compared to the foreground appearance to form the

single part boundary likelihood term.

In the absence of other parts the contrasting background appearance distribution is

extracted from a region of approximately equal area (in the probabilistic sense) to

the foreground region and with equal probability (weight). This choice is supported

by the fact that the discrimination (as determined by the induced likelihood ratio

described below) is weaker when larger and smaller regions are used (although better
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weighting schemes could exist). One might expect there to be a tradeoff between

shape specificity and obtaining a good estimate of the contrasting region distrib-

ution. In particular, this region is formed for each part by finding the Euclidean

distance d such that all points with p(visible) = 0 that are within a distance d of

a point with p(visible) > 0, in addition to those with p(visible) < 1, give an equal

(probabilistic) area to the foreground. For example, in the case of the lower arm

this is all those points in the mask within 3 pixels of a foreground point. Example

contrasting regions are shown in Figure 4.2.

Figure 4.2: The contrasting background probabilistic region templates for the head,
lower arm and lower leg.

In the presence of other parts it is necessary to consider a non-uniform weighting of

points within the adjoining background region. However, the nature of contrasting

part boundaries is complex and subtle. Firstly, because of the 3D shape of body

parts, points close to the boundary are often shadowed and therefore an appearance

difference exists even when the part is overlapping a similar part. Secondly, if ori-

entation specific texture features are used, similar parts with different orientations,

and that have oriented texture, can be discriminated. Currently a straightforward

model of contrast is employed based upon the expected contrast between whole

parts, p(cp|i, j). For example, the head and torso are assumed to be highly con-

trasting whereas the upper arm and torso are usually not highly contrasting. This

is similar to the approach proposed by Wachter and Nagel [1999] for contrasting

edges. It is important to understand that using more discriminatory features, such

as texture, will result in higher expected contrast between parts. The parameters
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for this model are specified manually. In particular, the probability of contrast be-

tween adjoining limb segments is set to 0.1 and between other combinations is set to

0.5. The probability that a point is contrasting to part i is then modelled as Equa-

tion (4.1), where j labels all instantiated parts and p(visible|(x, y),C), as discussed

in Section 3.5.3, is the visibility of the background. Learning a more principled

model of inter-part contrast is deferred to future work.

p(contrast|(x, y), i,C) = p(visible|(x, y),C) +
∑

j

(p(cp|i, j)× p(visible|(x, y), j,C))

(4.1)

Finally, to complete the model of a contrasting region, consideration must be given

to the evaluation of partial configurations (i.e. poses that do not describe all parts).

In this case the expected position of the missing body parts can be used to obtain a

contrasting region. For example, when detecting single body parts, the performance

can be improved by distinguishing positions where the background appearance is

most likely to differ from the foreground appearance. In the current system this

non-adjoining region is specified manually during training by identifying regions

that are most likely to be adjoining with a weight equal to that defined above. For

example, a region at the top of the lower arm where it usually joins the upper arm

is identified and the weight is set to 0.1 (the weight for adjoining parts). A more

principled approach, where the adjoining regions are estimated using the expected

position of missing parts given the current parts might be better. However, cal-

culating the expected position of missing parts online would be computationally

expensive and it is important that the detection of small configurations be efficient

(low complexity). It would also require a better representation of the pose prior

than has been developed in this work. It is important to note that this is only im-

portant, and thus used for, better bottom-up identification of body parts. When the
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adjoining part is specified using a multiple part configuration, the standard model

of contrast described in the paragraph above is employed.

Learning Region Divergence

The appearance distributions are represented using joint intensity-chromaticity his-

tograms (3D distributions). A histogram representation is used since texture can

often result in multi-modal distributions and histograms are fast to compute. These

histograms have 8 × 8 × 8 bins. For scenes in which the body parts appear small,

semi-parametric density estimation methods such as Gaussian mixture models would

be more appropriate. In general, local filter responses could also be used to represent

the appearance e.g. Schiele and Crowley [2000].

Let the foreground appearance histogram for part i be denoted by Fi and the back-

ground appearance histogram by Bi. There are many approaches that could be used

to compare the two appearance histograms including: χ2 (which estimates the like-

lihood of one distribution being drawn from the other), the Kullback Leibler (KL)

divergence (which relates to the mutual information of the distributions), the Jeffrey

distance (which is a symmetric version of the KL divergence), the Bhattacharyya

measure and the Minkowski metric. Alternatives have been proposed specifically

for comparing histograms including histogram intersection, the quadratic form and

the earth movers distance (the latter two being global measures of histogram simi-

larity). Puzicha et al. [1999] provided a comparison of several distribution similar-

ity measures in the context of texture region comparison. Based on its success in

colour based tracking (Comaniciu et al. [2000]) this system uses the Bhattacharyya

measure, given by Equation (4.2), to compare appearance distributions. The Bhat-

tacharyya measure is related to the Bayes (Duda et al. [2001]).
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DIV (Fi, Bi) =
∑

f

√
Fi(f)×Bi(f) (4.2)

To discriminate parts from the background the Bhattacharyya divergence between

the foreground and background appearances is learnt for correct (v = person) and

incorrect (v = background) configurations in a supervised fashion. In particular, a

v = person distribution was estimated from data obtained by manually specifying

the transformation parameters to align the probabilistic region template to be on

parts that are neither occluded nor overlapping. The v = background distribution,

which encodes the likelihood of observing a part shaped object in the class of scenes

under consideration, was estimated by generating random alignments elsewhere in

100 images of outdoor and indoor scenes and smoothed. Equation (4.3) defines the

border divergence ratio, BDRi, as the ratio of these two distributions for a part, i.

BDRi =
p(DIV (Fi, Bi)|v = person)

p(DIV (Fi, Bi)|v = background)
(4.3)

In order to obtain a smooth log likelihood function and interpolate/extrapolate the

learnt data a parametric function was fit to the data. In particular, rather than

fitting a parametric function directly to both PDFs the ratio was first formed and a

parametric function fit to this single result. It was found that the Boltzmann sigmoid

function, with a functional form given in Equation 4.4 was a good fit (with r-value,

or correlation coefficient, as determined by XLFit, of 0.96). This is the function used

to ‘score’ a single body part configuration and is plotted in Figure 4.3. This learnt

sigmoid function acts as a soft classifier for body parts based upon the divergence

measure.
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S(x) = a+
b− a

1 + e
c−x
d

(4.4)

The log likelihood ratio is central to identifying body part candidates and subsequent

pose estimation. Any hypothesis that results in a histogram divergence with log

likelihood above zero is more likely (i.e. not taking into account the prior) to be a

body part than not a body part.
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Figure 4.3: Top: A plot of the learnt PDFs of foreground to background appearance
similarity for the v = person and v = background part configurations of a head
template. Bottom: A plot of a Boltzmann sigmoid function fit to the log of the
likelihood ratio data for head, lower arm and lower leg parts. It can be seen that
the distributions are well separated.
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Intensity Edge Model

In order to judge the effectiveness of the divergence based boundary model an inten-

sity edge model was implemented (for single part hypotheses only). Intensity edge

magnitude and orientation is computed using 3 × 3 Sobel filters. In order to form

the single part edge likelihood for a part i the expected position and orientation of

edges must be determined. Since the derivative is a linear operator the mean spatial

gradient can be found by taking the spatial gradient of the mean (i.e. the proba-

bilistic region). Using the derivative of the probabilistic region in this way provides

a more principled approach than edge detection and making assumptions about the

form of the model boundary, e.g. Gaussian with fixed variance as in Wachter and

Nagel [1999]. The edge response can now be formed by convolving the derivative of

the probabilistic mask with the image.

In a similar way to contrasting boundary responses, the magnitude of edge responses

is spatially structured. Without a model of this structure, measurements in regions

with weak expected contrast, for example around the joints, would be treated in

the same way as regions with high expected contrast, thus reducing discrimination.

For simplicity, and since this investigation is for single parts only, regions of large

expected contrast are manually identified in a similar manner to current systems

(e.g. Sidenbladh and Black [2001]).

Using the body part training data, object specific responses can now be learned in a

supervised fashion (i.e. manually align the parts to determine foreground responses

and randomly sample to determine background responses). It is important to note

that correct responses are learnt even when the response is weak since to do otherwise

would greatly penalise correct poses that have a weak response. Rather than learning

both magnitude and orientation, the component of the edge in the direction of the

model edge is learnt. Notice that this approach does not use contrast normalisation
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or a multi-scale approach as expounded in Sidenbladh and Black [2001] and this

may partly explain its poor performance. The response for the part as a whole is

computed by assuming independence of the individual measurements.

Investigation

Figures 4.4 to 4.6 show the projection of the log likelihood ratio computed using

Equation (4.3) onto typical images containing significant clutter. The first image

shows the response for a head while the other two images show the response to a

vertically-oriented limb filter. It can be seen that, in comparison to the intensity

edge model, the new method is highly discriminatory and produces relatively few

false maxima.

Figure 4.7 illustrates the typical spatial variations of both the body part likelihood

response proposed here and the edge-based likelihood. The edge response, whilst

indicative of the correct position, has significant false, positive likelihood ratios.



CHAPTER 4. LIKELIHOOD 75

Figure 4.4: An image of an outdoor scene along with the projections of the log like-
lihood (positive only, re-scaled) for a head part filter: first for the colour divergence
model developed here and then for the intensity edge model.
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Figure 4.5: An image from a challenging outdoor scene along with projections of the
log likelihood for a vertically oriented limb. Notice the large response of the edge
based model to the sail masts. This is typical for an intensity edge based model.
Also notice the false response in between the legs for the model presented here, the
space between the legs is itself shaped like a leg.
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Figure 4.6: An image from a cluttered indoor scene along with projections of the
log likelihood for a vertically oriented limb. Notice the strong likelihood response
from the door frame. Also notice, in contrast to the edge model, that the head gives
a strong response (in relation to the correct arm) for the model proposed here.
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Figure 4.7: Comparison of the spatial variation (plotted for a horizontal change
of 200 pixels) of the learnt log likelihood ratios for the model proposed here (top)
and the edge-based model (bottom) of the head in Figure 4.4. The correct position
is centered and indicated by the vertical bar. Anything above the horizontal bar,
corresponding to a likelihood ratio of 1, is more likely to be a head than not.
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Although the proposed part likelihood is more expensive to compute than the edge-

based filter (approximately an order of magnitude slower in the current implemen-

tation) it is far more discriminatory and as a result, fewer samples are needed when

performing pose search, leading to an overall performance benefit. Furthermore, it

is necessary to estimate the foreground appearance in order to compute inter-part

similarity as discussed in the next section.

4.3.2 Inter-Part Model

Since any single body part likelihood will usually result in many false positives it

is important to encode higher order relationships between body parts to improve

discrimination. In addition to the spatial constraints between parts it can be seen,

from the typical images of people presented in Chapter 1, that certain pairs of body

parts have a similar foreground appearance. For example, a person’s upper left arm

will nearly always have a similar colour and texture to the upper right arm. Long

range structure provides a mechanism for discriminating large correct configurations

from large incorrect configurations and thereby ‘pruning’ incorrect hypotheses.

Approach

In this section a model of inter-part similarity is developed that encodes the long

range similarity using the divergence between pairs of parts. In particular, the

divergence between opposing pairs of limbs is learnt (e.g. upper left arm and upper

right arm). Since rotation about a limb’s major axis is not parameterised (since it

cannot usually be accurately recovered) and clothing can move relative to the part’s

surface, the texture at a point on two limbs can be very different. Matching texture

features is further complicated by the rotation of texture features on the surface of
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the limb relative to the image plane. Therefore, in the same way as the boundary

model presented above, colour histograms are compared.

Learning the Divergence

To learn the similarity of the appearance of opposing part pairs for correct config-

urations the model was manually aligned on part pairs (supervised learning). In

particular, 20 pairs of upper and lower arms and legs were used. It is assumed that

the distribution of similarity is the same for all pairs. To learn the similarity for in-

correct configurations random unaligned hypotheses of part pairs were hypothesised

with the inter-part separation drawn from the prior described in Section 3.6. It is

therefore assumed that this distribution is unchanged if one of the parts in the pair

is correctly aligned (and therefore more likely to be homogenous).

To encode this knowledge, a PDF of the divergence measure (computed using Equa-

tion (4.2)) between the foreground appearance histograms of paired parts and non-

paired parts is learnt. Equation (4.5) is the inter-part log likelihood ratio, IDR,

that results from these two distributions. For parts that are not paired this ratio is

set to 1.

IDRi,j =
p(DIV (Fi, Fj)|v = person)

p(DIV (Fi, Fj)|v = background)
(4.5)

Figure 4.8 shows plots of two Gaussian distributions fitted to the recovered correct

and incorrect responses along with the resulting likelihood ratio. It can be seen this

model strongly penalises opposing part pairs that are not similar.
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Figure 4.8: Top: A plot of the learnt PDFs of foreground appearance similarity for
paired and non-paired configurations. Bottom: The log of the resulting likelihood
ratio. It can be seen, as would be expected, that more similar regions are more likely
to be a pair.
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Investigation

Figure 4.9 shows the projection of this likelihood ratio onto a typical image and shows

the technique to be highly discriminatory. This cue limits the possible configurations

if one limb can be found reliably and helps reduce the likelihood of incorrect large

assemblies. Furthermore, by allowing larger incorrect assemblies to be pruned, a

deterministic combinatorial search is more feasible.
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Figure 4.9: Investigation of a paired part response. Top: an image for which sig-
nificant limb candidates are found in the background. Bottom: the projection of
the log likelihood ratio for the paired response to the person’s lower right leg in the
image.
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4.3.3 Combining the Models

The individual likelihood ratios are combined by assuming independence. The over-

all likelihood ratio, (LR), is then given by Equation (4.6) where the first term is a

product over all parameterised parts, V , in the partial configuration and the second

term is a product over all pairs of parts (recall the inter-part ratio, IDR, is set to 1

for non-opposing parts).

LR(I|C) =
∏

i∈V

BDRi ×
∏

i,j∈V

IDRi,j (4.6)

4.4 Temporal Likelihood

The subject of the early investigations performed for this thesis was full body 3D

human tracking. Indeed, it was partly the limitations of this work and trackers in

general, in particular the requirement of manual (re)initialisation, that led to the

focus on single image pose estimation. As part of this earlier work a novel likelihood

model was developed based upon foreground appearance estimation and is included

in Appendix A. The work is also briefly summarised here with particular emphasis

on how it relates to the model described above.

The likelihood model proposed in Appendix A uses an estimate of the foreground

appearance in order to discriminate the person from the background. The central

problem faced by such models is reliable tracking in the face of appearance adap-

tation and foreground uncertainty. Therefore, the proposed model uses the regular

structure of clothing to group points on the body to aid estimation. However, even

with grouping and appearance adaptation, the rapid and complex changes in ap-

pearance, that occur in many sequences, can cause the tracker to diverge. Moreover,
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it was difficult to solve this problem efficiently by propagating multiple appearance

models (in a manner similar to Condensation or multiple hypothesis tracking).

More recently the author has adopted a different view of how to incorporate an es-

timated foreground appearance. In particular, in situations such as human tracking

where the foreground appearance estimate is highly uncertain due to adaptation,

this appearance should be used instead to improve the efficiency of a more reliable

method, for example by importance sampling.
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4.5 Summary

In order to summarise this chapter the questions posed at the start are briefly re-

answered:

What visual information can be used to compute the likelihood? Likelihoods

for single image pose estimation systems have been proposed based upon both

boundary differences and foreground structure. A more diverse set of likeli-

hoods is available for human tracking including background models, low level

motion and absolute foreground appearance.

How can single body parts be better discriminated? Using the divergence be-

tween the appearance distribution of the foreground region and its adjacent

background allows better discrimination of single parts (provided a model of

background contrast is employed). Since the divergence approach is insensitive

to the boundary position the small differences between limb segments can be

marginalised over to reduce the number of samples needed to find individual

limb candidates.

How can the correct pose be discriminated (from the huge number of incor-

rect multi-part configurations?) The inter-part appearance relationship is a

highly discriminatory cue that in addition to prior constraints allows larger

correct configurations to be discriminated from incorrect ones. This is key to

efficient pose estimation in real world images.



Chapter 5

Estimation

5.1 Introduction

In the previous two Chapters a state space was proposed to describe human pose in

images and a likelihood model was developed to efficiently discriminate correct from

incorrect pose configurations. With this in place, pose estimation now consists of

finding those pose configurations that are more likely to correspond to people than

background. Due to the complex, multi-modal nature of the likelihood surface and

the high dimensionality of the space an efficient, iterative search is needed. This

chapter aims to answer the following questions:

• What approaches to estimation have been proposed?

• What are the limitations of these approaches?

• How can these limitations be overcome?

87
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5.2 Related Research

Two broad approaches can be identified in the literature for pose estimation and

human tracking: the combinatorial approach and the state search approach.

An important characteristic that differentiates estimation schemes is the represen-

tation of the solution(s). Most pose estimation systems (e.g. Ioffe and Forsyth

[2001a]) and some human tracking systems (e.g. Wachter and Nagel [1999]) repre-

sent the solution using a single pose and an estimate of the local uncertainty/error.

In contrast, most human tracking systems represent the solution using multiple hy-

potheses in order to make tracking more reliable in the presence of large uncertainty.

For example, Cham and Rehg [1999] take a semi-parametric approach by recover-

ing the local maxima and describing the density using piecewise Gaussians. Many

other systems (e.g. Deutscher et al. [2001], Sminchisescu and Triggs [2001]) use a

non-parametric representation of the pose distribution, also known as a particle set

(Isard and Blake [1996]). The question of how to use/visualise the particle set is

often neglected.

5.2.1 Combinatorial Approach

The combinatorial approach consists of finding candidate body parts and then group-

ing these to construct the best global fit as determined by inter-part constraints.

This is the approach taken by most single image pose estimations systems.

A good general example of the combinatorial approach is pictorial structures (Felzen-

szwalb and Huttenlocher [2000]). In this approach pose estimation is formulated as

a global energy minimisation problem with energy comprised of a per part term

and an interaction term. By assuming that the interactions between parts can be
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modelled as a tree, the problem can be solved in time linear with the number of

assemblies using dynamic programming. An advantage of their particular approach

is its probabilistic MAP interpretation. In addition to its application to general

articulated object recognition and estimation the approach was applied to human

pose estimation in indoor scenes.

In relation to human pose estimation, the combinatorial approach has been most ac-

tively developed by Forsyth et al. In early work that aimed to build better content-

based image retrieval systems, Forsyth and Fleck [1997, 1999] described a highly

view invariant model for detecting naked humans and animals based upon hierar-

chical grouping schemes called body plans. A body plan is a sequential classification

approach to articulated pose estimation. It is based upon cylindrical algebraic de-

composition in which a decision surface in high dimensions (e.g. corresponding to

a whole human) can be projected to multiple lower dimensional spaces (e.g. cor-

responding to single parts and pairs) to improve efficiency. For example, first in-

dividual parts are detected, resulting in many false positives. The results of these

part detections are fed into a pairwise classifier, which is in turn fed into a three

part classifier, with each stage further pruning the candidates. It is important to

note that the topology of the classification network is fixed prior to learning the

individual classifiers (which for example were learnt from 38 horses).

A sequential classification approach was also described in Ioffe and Forsyth [2001b]

but was criticised for its reliance on binary classification of limbs and the inability

to measure the likelihood of the configuration (i.e. a pose was hard classified as

either a person or not). A new approach was then proposed based upon drawing

assemblies proportional to a likelihood of the full (fixed size) assembly. This likeli-

hood was formulated in terms of a set of independent features. In order to efficiently

draw samples from this likelihood, a set of marginal likelihoods was proposed. The

marginal likelihoods are assumed to be independent of other parts and as the au-
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thors point out this was an important limitation. Assemblies were then built in a

fixed order (torso, upper limbs, lower limbs) by re-sampling the marginal likelihoods.

Due to inter-part constraints, such as the requirement of being distinct, this model

no longer has a tree structure and cannot be inferred using dynamic programming.

Counting the modes of the likelihood was also used to count the number of people

present.

Ioffe and Forsyth [2001a] points out that a single tree structure is not suitable

for representing humans due to significant and frequent self occlusion. In order

to address the problem of efficient inference under such conditions, a mixture of

trees approach was developed to describe the posterior ratio. This approach allowed

detection, localisation and tracking in time proportional to O(M2), where M is the

size of the candidate sample sizes. The resulting system was used to automatically

initialise and track subjects in the Muybridge sequences (Muybridge [1989]).

Most recently, these ideas were used to construct an automatically initialising human

tracking system (Ramanan and Forsyth [2003]). The system first used motion,

appearance consistency and kinematic constraints to find the appearance of limb

candidates. This appearance was then used to efficiently track the subject using

the mean shift algorithm. The system gave impressive results and tracked through

other object occlusions.

5.2.2 State Search Approach

The state search approach makes samples in the full high dimensional space that

fully models inter-part relations such as self-occlusion. This is the most popular

approach for human tracking where a temporal prior is available. However, the

approach usually requires manual initialisation and re-initialisation upon error to
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be computationally feasible.

Many state space search techniques have been proposed. The majority of which

are for localised sampling when a strong prior is available and are therefore only

considered briefly here.

Gavrila and Davis [1996] described a hierarchical best first search approach to find

a single best pose estimation. Whilst this greatly reduces the size of the search it

gives problems when occlusion is strong or the temporal prior is poor.

Wachter and Nagel [1999] employed an iterative extended Kalman filter to incorpo-

rate the results of local Newton-Raphson optimization. The Kalman filter (Kalman

[1960]) is a straightforward, principled method for temporal filtering and the as-

sumptions on which it relies, namely process linearity and a Gaussian posterior and

noise, and its derivation are presented in Maybank [1979]. Segawa et al. [2000] used

the constraints of the articulated model to improve the Kalman filter technique. The

Kalman filtering approach is problematic however when the distribution becomes

multi-modal (e.g. due to clutter) and when singularities occur (Deutscher et al.

[1999], Morris and Rehg [1998]).

In such situations, which often occur in human tracking, a particle set representation

is more applicable. The most popular particle filtering technique is the well known

Condensation algorithm (Isard and Blake [1996]), in which samples are drawn from

the temporal prior, diffused and resampled. The problem with this technique, when

applied to human tracking, is that it requires a large number of samples and is

therefore inefficient. Many techniques have been proposed to increase efficiency.

For example, Cham and Rehg [1999] recovered the modes of the distribution using

local Gauss-Newton search and then approximated the distribution using piecewise

Gaussians.
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Deutscher et al. [2000] used ideas from simulated annealing to modify the Con-

densation algorithm to more reliably estimate the global structure of the posterior

distribution. The standard single re-sampling step was replaced by an annealing

run where particles were ‘drawn’ through a series of smoothed weighting functions

and diffused by different amounts at each stage. The approach was demonstrated

to work well but is still computationally expensive. Deutscher et al. [2001] extended

the work further by ‘automatically soft partitioning’ the search space. In essence

this involved adding less jitter to parameters with smaller variance. A genetic algo-

rithm style particle cross-over operation was also developed which had the effect of

searching the state space in parallel. Together these techniques took advantage of

the (semi) hierarchical nature of the problem and produced a significant reduction

in the required sample size.

In highly related work, Choo and Fleet [2001] expounded the advantages of using

the hybrid Markov Chain Monte Carlo (MCMC) filter to recover high dimensional

density functions. In this approach, the local shape of the posterior distribution

defines a potential energy field which can be used to assign particles a momentum

without biasing the sampling behaviour. In addition to the inclusion of this ‘local

optimisation’ scheme the work used a multiple Markov chain approach that made

exploration of multiple modes more efficient.

The work of Sminchisescu et al has focussed on developing novel sampling schemes

that explicitly model the characteristics of the distributions found in monocular

human tracking. In the covariance scaled sampling approach for example, a set

of modes is used to compute the directions of largest uncertainty and samples are

made from a Gaussian with a covariance matrix inflated in these directions. The

authors reasoned that for monocular tracking it is in these directions, along the

valley of the distribution, that alternative minima are more likely to be found.

Another technique, called kinematic jumping (Sminchisescu and Triggs [2003]), was
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proposed that ‘flips’ the orientation of parts in order to escape the local maxima

that can occur in monocular estimation. These local maxima are related to those

poses that cannot be reliably discriminated even when joint positions are known

(Taylor [2000]).

5.3 Approach

The key approach of this work is that by improving the formulation and likelihood

model the estimation problem can be eased. In particular, by better discriminating

individual parts and using the relation between parts to prune larger incorrect con-

figurations only a simple estimation scheme (in comparison to the other approaches

discussed above) is necessary to perform pose estimation. The purpose of this Chap-

ter is not to develop novel search schemes but rather to demonstrate the effectiveness

of the new likelihood formulation.

The partial configuration formulation presented in Chapter 2 is particularly impor-

tant from the point of view of estimation. In particular, it allows bottom up sampling

to focus the search (making global sampling and thereby automatic (re)initialisation

possible) whilst still allowing self occlusion and inter-part similarity to be modelled

for strong discrimination. Since the structure of the model does not allow exact

inference (due to inter-part relations) techniques such as dynamic programming

cannot be applied. Instead an iterative combinatorial search with local optimisation

is employed. This approach, although less efficient than methods such as pictorial

structures (Ronfard et al. [2002]) and mixtures of trees (Ioffe and Forsyth [2001a]), is

more flexible and is made feasible because of the strong likelihood model developed.
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5.3.1 Assumptions

Recall that it is assumed that only a single subject is present in the image (and that

one is always present). The aim of the sampler can then be treated as one of global

maximisation rather than density estimation. It was also assumed, as is common

with many other single image pose estimation systems, that the scale parameter of

the subject is known. In practice the scale parameter is manually specified prior to

estimation using the head model as a guide. Since the system parameterises scale

it is easy to incorporate this information and unnecessary to account for changes in

scale at the image level for example by forming an image pyramid. It is estimated

that the current system would function over a range of scales of 0.8 to 5 (In order

for the likelihood to be reliable the histograms must be well formed which puts a

lower bound on the scale). The elongation parameter of all limbs was constrained

to be above 0.7.

It is emphasised that the most important body parts, in terms of information content

and for human computer interface control, for example, are the outer limbs and the

head. Furthermore, the torso and upper limbs are usually harder to identify due to

a lack of contrast with neighbouring regions. Therefore, the current search scheme

aims to identify only the head and outer limbs (i.e. lower arms and lower legs).

This assumption also allows simplification of the search scheme since the labelling

of parts becomes simpler.
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5.3.2 Samplers

Coarse Sampling

The first stage of the search scheme is coarse sampling, i.e. uniform tessellation,

of the parameter space of single part configurations. In particular, the translation

parameters were sampled at intervals of 3 pixels (in a 640 × 480 image). The part

rotation parameter was sampled at 4 orientations, (Recall that only orientations be-

tween 0◦ and 180◦ are meaningful since the part is horizontally symmetric). All those

part configurations with log likelihood ratio greater than a threshold T are stored for

later grouping. Unfortunately, large amounts of clutter can cause excessively long

runtimes (due to combinatorial explosion in the number of larger configurations)

which necessitates the need for a higher log likelihood threshold. The log likelihood

threshold is specified manually and set as low as possible, with a minimum of 0 (i.e.

all the parts that are more likely to be correct than not), so that pose estimation

is completed within 2 hours. The scale and log likelihood threshold are the only

parameters which were specified between runs.

When coarse sampling, a ‘guess’ is made at the part label (e.g. lower leg) based

upon the division of the image into quadrants. Getting the labelling correct at this

stage is not crucial since re-labelling is included as part of the later optimisation.

At this stage the head and outer limbs are often identified (if they are un-occluded

and not camouflaged) along with false positives due to background clutter.

Local Optimisation

The results of the coarse sampling are then locally optimised. Even though the

divergence based likelihood model was found to provide a smooth profile it has been
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found that a local search which does not rely upon the evaluation of local derivatives

performed better than one which does. This could be due to escaping local minima

or the evaluation being more efficient in high dimensions.

Local search was performed by perturbing the pose for a particular part by a uniform

random amount and accepting the proposal if the posterior ratio was higher. This

could be improved upon by using a Metropolis Hastings (MCMC) proposal scheme.

The translation was perturbed by up to 2 pixels in each direction, the orientation

by up to approximately 12 degrees and the elongation by a factor of up to 10%. To

account for self occlusion, depth ordering is also searched by moving the part up or

down 1 layer (Recall that self occlusion is modelled using depth ordering). It is not

possible to combinatorially search over depth ordering. However, in this case this is

not crucial since the contrasting, outer parts do not usually overlap.

Combinatorial Search

The results of coarse scanning and local search are then combined to find the best

overall pose. In this system a search is performed by sequentially building up larger

and larger configurations. The search begins by evaluating all possible pairs of parts.

Then from all the parts present in the set of valid pairs (with likelihood ratio > T )

the set of triples is formed. This proceeds to a maximum of 5 parts.

Each level of the search proceeds as follows. First, the parts in the configuration are

labelled. Since a maximum of 5 parts are currently considered labelling is greatly

eased (in comparison to configurations where upper and lower limb segments are

possible). To perform the labelling a part is chosen as an anchor (either the head or

if this is not present the upper left part) and the other parts are labelled in terms

of this part. For example, the left most part with a vertical distance from the head
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of at most s ∗ 120 pixels is labelled the left lower arm. Next, the configuration is

checked against the hard prior constraints described in Section 3.6 to determine if it

is valid (i.e. whether the anchor points on each part lie within the bounds). If the

configuration is valid the log likelihood ratio is then evaluated (i.e. the boundary

and inter-part appearance models are evaluated).

At each stage of grouping, inter-part relations on configuration (the prior) and ap-

pearance (inter-part similarity) reduce the number of possible parts to consider. The

search is elitist in that the best configuration is kept irrespective of whether it passes

later grouping stages. The best configuration is locally optimised for 200 iterations

prior to output, including the global scale factor which is perturbed by up to 0.05

(but constrained to be within 0.1 of the original estimate).

Clearly, this combinatorial feed forward approach is limited and should be extended

in future work. However, the five part combinatorial search will produce configura-

tions which contain much of the pose information and from which a non-feedforward

search could begin. This is not considered in this system but is discussed in the final

chapter when considering future work.

5.4 Results and Discussion

The system was implemented using an efficient, in-house C++ framework. The his-

tograms are built efficiently by projecting scan-line segments and iteratively com-

puting the mask co-ordinates inside these segments. In addition, the colours in the

image are preprocessed into histogram bins. The system samples single part con-

figurations at the scale shown in Figure 4.1 at approximately 3KHz from an image

with resolution 640 × 480 on a 2GHz PC. The runtime for the complete pose esti-

mation system ranges from 2 minutes, when limited part candidates are identified,
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to 2 hours, when many part candidates are identified.

Figures 5.1 to 5.20 show input images (top left) with results of the search (top

right) as well as single part likelihood projections for the head (bottom left) and

lower limbs (bottom right). The log likelihood projections are provided in order

to give insight into the nature of the clutter. The projections show positive log

likelihood ratios re-scaled to the range (0, 255). The limb projections show the

maximum over all orientations (sampled to 0.6 radians and locally optimised). The

analysis of individual results is provided in the Figure captions.
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Figure 5.1: A simple indoor test image (with a textured foreground). Three of the
limbs are correctly identified. The lower right arm is not identified. This is due to
either scale errors, the presence of the watch or the approximate nature of the search.
At the first stage 802 parts candidates were identified. At stage 2 this number had
been pruned to 102 candidates (196 likelihoods ratios were evaluated). At stage 3
this reduced to 89 parts (220 likelihood evaluations). At stage 4 this reduced to
18 parts (126 likelihood evaluations). The last stage found 12 parts (89 likelihood
evaluations). As can be seen the maximum occurred at level 4.
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Figure 5.2: An indoor scene with occlusion from a laptop. The system is able to
determine the correct position of the head, a lower arm and the lower legs.



CHAPTER 5. ESTIMATION 101

Figure 5.3: An outdoor scene containing a subject with an unusual clothing style.
The head and lower legs are correctly identified. The lower arm is identified but is
misaligned. The windows in the background cause many false responses to both the
head and limb models.
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Figure 5.4: An outdoor scene with a subject wearing short sleeves and shorts. The
large vertical edge responses from the sail masts make this a challenging image for
edge based likelihood models. It can be seen that the new likelihood is able to
discriminate such clutter. However, the space between the arm and torso is a good
match and is able to pair with clutter on the background. The head and a lower leg
are identified correctly. The other leg cannot be paired since it is heavily shadowed.



CHAPTER 5. ESTIMATION 103

Figure 5.5: An outdoor scene with the subject walking away from the camera with
an arm occluded. The system correctly identifies the head and lower leg but does
not find the paired lower leg (due to shadowing) or the un-occluded lower arm (due
to scale difference)
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Figure 5.6: A scale = 1.6 indoor scene. The head is correctly identified. A lower
arm is incorrectly identified on a picture in the background. It is likely that a larger
configuration (with upper limbs) would be able to discriminate this configuration.
The projection shows that there are large amounts of background clutter which
respond to the limb model.
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Figure 5.7: In this scene the head and a single lower arm are identified. The search
did not find the paired lower arm. The lower legs are camouflaged into the back-
ground due to poor illumination.
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Figure 5.8: An outdoor scene with a subject dressed in a challenging manner. The
hat and socks make a single optimum scale parameter difficult to identify. However,
the system correctly identifies the head and a lower leg. The sunlight at the bottom
of the tree gives a strong false response to the head model.



CHAPTER 5. ESTIMATION 107

Figure 5.9: An outdoor walking scene. Interestingly, the system is able to localise
an arm that neighbours the body (and this is not accounted for by the adjoining
region model). However, due to differences in scale the lower legs are not identified.
Small changes in scale gave quite different answers: a smaller scale identified the
rucksack strap as an arm, a larger scale identified the lower legs.
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Figure 5.10: An outdoor sports scene. The system is able to find the head and lower
legs correctly. It is not clear why the arms are not located since these are more
contrasting than the lower legs. The basket ball and post give strong responses
to the head and limb models respectively. At slightly different scales, different
configurations are identified with large likelihood ratios and therefore this result
should not be considered robust.
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Figure 5.11: An indoor scene with the subject sitting down. The head is correctly
identified. The system identified the lower legs incorrectly. This is likely due to
perspective effects causing a difference in scale between the head and legs.
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Figure 5.12: An outdoor test for a subject at a scale of s = 4.5. The system is slow
to run since the number of points in the foreground is very large and the coarse
sampling has not been tweaked. The system correctly identified the head and a
lower arm. This result is not robust to small changes (0.25) in scale.
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Figure 5.13: An outdoor scene with a subject wearing bright, contrasting clothing.
It can be seen from the projections that there are many false positives on the body
and that the head does not give a strong response. The head is incorrectly identified
in the final estimate. A lower arm is correct, however it is paired with the upper
arm. A stronger pose prior would improve performance in this situation.
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Figure 5.14: An indoor scene with other object occlusion. The head and lower arm
are correctly identified.
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Figure 5.15: The clutter on the book case causes a completely incorrect result. A
correct two part configuration did however have a high likelihood ratio.
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Figure 5.16: A cluttered outdoor scene. The system correctly locates the head and a
lower arm. The (neighbouring) lower legs are not identified. One leg is significantly
shadowed.
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Figure 5.17: An indoor scene with a subject walking and performing an action.
The system is able to localise the head and legs correctly. The lower arms are not
located. This could be due to scale differences between the identified parts and the
unclothed lower arms.
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Figure 5.18: A cluttered indoor scene with a subject occluded by a chair. The
system correctly localises the head and lower arms. The discrimination of the lower
arms depends critically upon the inter-part appearance constraints.
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Figure 5.19: An indoor scene with clutter from a bookcase and lounge furniture.
Pixel saturation due to a reflection from a garden chair causes a strong head hy-
pothesis which results in a completely incorrect configuration. The system is not
able to discriminate enough of the limbs on the correct configuration.
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Figure 5.20: An indoor scene with significant shadowing and other object occlusion.
The system correctly identified the head. The upper arms were identified instead
of the lower arms as the system was able to pair them. A stronger prior may help
improve this result. A lower leg was incorrectly identified on the sofa.
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It should be emphasised that although inter-part links are not visualised here, these

results represent estimates of pose configurations with inter-part relationships (in

terms of appearance and pose) as opposed to independently detected parts. Fur-

thermore, it is re-emphasised that the camera parameters and subject identity are

unknown (apart from scale). Close inspection of the input images also shows signif-

icant JPEG artifacts.

These results support the initial hypothesis that it is possible to efficiently find

highly informative partial solutions in real-world images using a strong single part

and inter-part likelihood model. Furthermore, the final result confirms that the

system is able to recover pose in the presence of other object occlusion and over

large changes in scale (i.e. 600% variation) with manual initialisation of the scale

parameter.

Two important issues can be identified from these results. First, it can be seen

that baggy clothing and perspective effects cause changes in scale between body

parts. Indeed it is difficult to identify a single ‘correct’ scale for some images.

Second, it can also be seen from the limb likelihood projections that pose estimation

in indoor scenes is more difficult due to clutter from man made objects (such as

door frames). Further research into border likelihood models would therefore likely

improve performance for these scenes.

To improve these results, better search techniques are needed that are able to hy-

pothesise larger configurations that account for self occlusion and lack of contrast

due to neighbouring parts. For example, in order to find an upper leg, given the

position of the lower leg, it is necessary to hypothesise the position of both upper

legs to take into account the lack of contrast and pairwise similarity. A stronger

pose prior would also improve the efficiency and quality of the results.
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Since much of the information about pose is contained in the smaller sub-configurations,

especially in the outer limbs, finding small numbers of parts is not as significant a

drawback as one might immediately assume. Moreover, these results compare favor-

ably with state of the art pose estimation systems that require more restricted scenes

and assume more is known about the appearance (e.g. Ioffe and Forsyth [2001a,b]).

In particular, these other systems also often only find three to five body parts.

5.5 Summary

To summarise this chapter the questions that were posed in the first section are

briefly re-answered:

What approaches to estimation have been proposed? Two broad approaches

can be identified in the literature for human pose estimation: the combinato-

rial approach and the state search approach.

What are the limitations of these approaches The combinatorial approach re-

lies upon bottom up part detection and restrictions on inter-part relationships

in order to efficiently estimate pose. The state search approaches make no

such assumptions but relies upon manual initialisation and a strong temporal

prior in order to be successful.

How can these limitation be overcome? The limitations of previous approaches

can be overcome by using a strong likelihood model, that allows good discrim-

ination of single parts and encodes inter-part appearance constraints, coupled

with a iterative search scheme that is able to search different partial configu-

rations. This Chapter developed the basis of such a search scheme and gave

encouraging but limited results on a set of challenging images.
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Conclusion

The previous Chapters have described a vision system that performs human pose

estimation from real world images. The system was described in terms of three

layers: formulation, likelihood and estimation. However, as with any discussion

by parts, the relationship between the parts, which is often important, can be ne-

glected. Furthermore, for complex systems it can be difficult to discern the relative

importance of different points. Therefore, in this, the concluding chapter, a more

holistic discussion is presented that relates the different components and identifies

the most important contributions and limitations.

6.1 Summary of Contributions

It was proposed that the two fundamental problems of visual pose estimation that

should be focussed upon are:

1. Discriminating between a subject with complex, unknown appearance and a

cluttered, unknown scene that possibly occludes parts of the subject.

121
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2. Formulating the pose estimation problem such that efficient, accurate global

estimation is possible in such conditions.

This is in contrast to the majority of human tracking and human pose estimation

systems that focus upon the estimation problem. Indeed, the approach taken in

this work was to ease the estimation problem by improving the formulation and

likelihood.

With this in mind, the first important contribution made in this thesis was the partial

configuration formulation that allows pose configurations with variable numbers of

parts to be compared in a principled manner. Adopting such an approach has

two key advantages. Firstly, it allows other object occlusion to be modelled when

the structure of the scene is unavailable (which is the case in the great majority

of applications). Other object occlusion is common in real world images but has

been largely ignored in previous research. Secondly, encoding pose using partial

configurations allows more efficient and flexible search schemes to be implemented.

In particular, it allows bottom up part hypotheses to be used to focus the search for

larger configurations and thereby achieve efficient localisation. However, in contrast

to previous formulations, it does not make restrictive assumptions on (self and other

object) occlusion and inter-part relations.

The second important contribution of this thesis is an efficient, highly discrimi-

natory spatial likelihood model. This model is composed of two complementary

components. The first component is used to efficiently discriminate single parts

based upon the difference between the texture in regions induced by the high level

shape model. Using the high level shape model in this way allows better discrimina-

tion of shapes that have a complex, textured appearance than models based upon

bottom up boundary measurements. The second component is used to efficiently

discriminate larger configurations based upon inter-part appearance similarity.
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In addition to these two primary contributions other ideas were proposed to further

improve visual pose estimation. A probabilistic model of shape was proposed that,

when transformed into the image using the pose parameters, encodes the uncertainty

in visibility of parts at points in the image and thereby forms the basis of the

measurement process. This probabilistic approach is important for efficient pose

estimation where there is significant un-parameterised variation due to factors such

as clothing and inter-person variability. Moreover, additional gains in efficiency can

be made by combining similar part models and removing degrees of freedom that

have little effect on the appearance. This probabilistic region formulation is further

developed by probabilistic notions of self occlusion and contrast.

Lastly, in addition to the research on human pose estimation a novel human tracking

likelihood based upon absolute foreground appearance was presented as an Appen-

dix. The model attempted to address the problem of appearance estimation in the

presence of rapid appearance adaptation by taking advantage of the structure of

clothing.

6.2 Future Work

The estimation scheme is the most significant limitation of the current work. Al-

though the current method is able to localise many of the key outer body parts,

which contain most of the pose information and would be used for human computer

interface applications, for example, the system is not capable of localising the re-

maining parts. This is due to the simplistic algorithm that was employed that does

not attempt to predict the position of missing parts or hypothesise multiple parts

at the same time and thereby account for the significant lack of contrast some parts

have with their neighbours (e.g. the upper legs). Therefore, future work will de-
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velop sampling schemes that, given the position of a set of body parts, form larger

configurations that account for the lack of contrast and self occlusion. The efficiency

of such a scheme will depend upon the sophistication of the prior.

Indeed, the approach of partial configurations opens the door for novel future es-

timation approaches to greatly improve estimation efficiency. It is envisaged that,

due to the flexibility of the parameterisation, a set of optimization methods such

as genetic style combination, part based importance sampling (possibly using skin

colour), prior based prediction, local search, depth re-ordering and part re-labelling

can be combined using a scheduling algorithm and a shared sample population to

achieve rapid, robust, global, high dimensional pose estimation.

Another key limitation is the assumption of a single subject. The posterior ratio

formulation in principle allows detection and pose estimation for multiple people but

the system was trained and evaluated on images containing only single subjects. It is

likely that the inter-part appearance likelihood model will be useful in discriminating

between body parts of different people.

Future work might use a texture in addition to colour to enhance discrimination of

body parts, especially those that are overlapping parts with similar appearance and

have oriented texture. In particular, future work would address issues regarding the

description of local texture (e.g. Gabor filter banks or joint image statistics (Varma

and Zisserman [2003])), the conditional independencies between measurements and

their fusion with other cues. Indeed, early investigations into texture models were

started but gave inconclusive results.

The system also lacked a comprehensive pose prior and, although it worked in spite

of this omission, it is likely that performance will be improved with its inclusion.

Furthermore, the assumption that body parts are treated as equally likely to be
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occluded needs to be addressed.

Future work might also address the problem of efficiently calculating the optimum

‘marginalised’ likelihood model for smaller partial configurations based upon the

expected position of missing parts.

An interesting future direction might also be to combine the pose estimation ideas

with the temporal likelihood model proposed in Appendix A. The main prob-

lem with the temporal tracker (as with most trackers) was the need for manual

(re)initialisation and the pose estimation system partly addresses this limitation.

However, it is the author’s opinion that the estimated foreground appearance would

be better used to focus the search (i.e. through importance sampling) than as part

of the likelihood, since the foreground appearance estimate is subject to large un-

certainty and adaptation.

Finally, as with most human pose estimation and tracking systems, there is a need

for large scale testing and evaluation. In order to draw quantitative comparisons

between different systems a public database with ground truth data, similar to the

CMU motion database (Gross and Shi [2001]), would be a useful development.

6.3 Closing Remarks

This thesis is a small but hopefully significant step toward human pose estimation

from real world images. Some of the methods presented in this thesis have been

patented and have already made a valuable contribution to a commercially viable

pose estimation system.



Appendix A

Temporal Likelihood

A.1 Introduction

In this Appendix a likelihood model for detailed human tracking in real world scenes

is presented. In contrast to the rest of this thesis, the formulation used here is a

more standard, fixed number of parts 3D articulated model. In this formulation,

the appearance, modelled using feature distributions defined over regions on the sur-

face of an articulated 3D model, is estimated and propagated as part of the state.

The benefit of such a formulation over currently used techniques is that it provides

a dense, highly discriminatory object-based cue that applies in real world scenes.

Multi-dimensional histograms are used to represent the feature distributions and

an on-line clustering algorithm, driven by prior knowledge of clothing structure, is

derived that enhances appearance estimation and computational efficiency. An in-

vestigation of the likelihood model shows its profile to be smooth and broad while

region grouping is shown to improve localisation and discrimination. These prop-

erties of the likelihood model ease pose estimation by allowing coarse, hierarchical

sampling and local optimisation.
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Human tracking research often uses a generative, high-level model. Firstly, a pa-

rameter space is established, in this case describing the pose of the human. The

aim of the tracking system is then to estimate the parameters of the model Xt =

{x0, ..., xT}, given the observations Yt = {y0, ..., yT} and a body of prior knowledge

p(Xt) (where x ∈ <n, yt represents an image frame and t ∈ [0, T ]). However, due to

system noise, model inaccuracies and loss of information, there are genuine ambigu-

ities and our knowledge is represented using a conditional probability distribution

p(Xt|Yt) instead. In general, distributions at new times can be found using (A.2).

p(xt|Yt) =
∫

...
∫

p(Xt|Yt)dx0...dxt−1 (A.1)

∝
∫

...
∫

p(Yt|Xt)p(Xt)dx0...dxt−1 (A.2)

The first term on the RHS of (A.2) represents the likelihood of a path through state

space given the image sequence and the second term is the prior over that path.

In can be seen that the dimensionality of this integral grows with time as more

information is considered and direct evaluation becomes prohibitively expensive.

Therefore, it is usual to consider the state evolution to be a Markov process and the

distributions can then be found recursively:

p(xt|Yt) ∝ p(yt|xt)
∫

p(xt|xt−1)p(xt−1|Yt−1)dxt−1 (A.3)

The first term on the RHS of Equation (A.3) represents a single image likelihood

model and the second represents the probability of transitioning from the previ-

ous posterior distribution. It is important to realise that the posterior probability

distribution is induced by the chosen likelihood model and motion model. Accu-
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rate modelling of these terms allows for easier and more accurate estimation. The

topic of this paper is the derivation and evaluation of a likelihood model that allows

accurate, efficient tracking in real world environments in a Markov-Bayes, analysis-

by-synthesis framework. Modelling of human motion is not discussed here.

A difficulty in the case of visual human tracking, is that, due to the large variation

in a subject’s appearance, the single frame likelihood model is not known a priori.

Such models may be constructed by making limiting assumptions but the resulting

systems will not allow for accurate estimation in other, more realistic, scenes.

Here we propose to construct a likelihood model by propagating the foreground ap-

pearance as part of the state. The state consists of a shape (pose) component and

a texture component, i.e. x ≡ {xshape, xtexture}. Such a likelihood model should be

highly discriminatory. However, problems arise when trying to estimate a complex,

changing appearance given the limited amount of available data and computational

resource. Furthermore, model initialisation is essential when using a likelihood of

this form. Existing tracking systems typically require manual initialisation and this

approach is similarly adopted in the experiments described here. The method pre-

sented should ultimately be considered to be part of a larger system that includes

likelihood models that do not require manual initialisation in order to perform au-

tomatic (re)initialisation and efficient, iterative tracking.

A.2 Method

Many previous systems rely upon likelihood models that assume restrictive scene

conditions such as tight, high contrast, textureless clothing or a static, simple or

known background. The system presented here is less restrictive in that it copes

with textured and loose-fitting clothing.
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A.2.1 Shape Model

The body is highly deformable and exact modelling of its form is infeasible and

unnecessary in this context. Its important properties can be captured using an

articulated body model. A 3D articulated shape model is used since it has a low

dimensionality, captures the kinematic structure of the body, allows for easy encod-

ing of prior knowledge such as joint limits, automatically handles self-occlusion and

enables changes in body part appearance due to rotation in depth to be handled

explicitly.

The shape component of the state space, xshape, then in general becomes the relative

position and orientation of the primitives, their shapes and their sizes. Each of the

shape primitives, indexed by b ∈ {1...B}, has a surface that is naturally described

using some co-ordinate system, a point in which is denoted by ωb. For example, the

surface of a fixed size cylinder is conveniently described by a length and an angle, i.e.

ωb = (l, θ). A point on the subject is then specified by the pair (b, ωb). In order to

project a surface point onto the image plane, the co-ordinates are first converted to

Cartesian form. Homogeneous, relative transformations are then chained together to

transform up the kinematic tree into world co-ordinates and finally, using a camera

model, to project onto the image plane.
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Figure A.1: The model overlaid on a frame from a waving gesture sequence used
throughout this appendix to illustrate ideas. Notice the approximate alignment of
the edges.

Figure A.2: Frames 0, 10 and 26 from the waving sequence.

In the particular implementation described here, the body was represented using

elliptic cross-section cylinders with constant, manually initialised sizes and shapes.

The camera was modelled using an orthographic projection since the sequences

under consideration did not contain strong perspective effects and the likelihood

model was relatively insensitive to small changes in shape. However, the extension

to perspective projection is straightforward. Independent movement of the head,

hands and feet was not modelled, leaving a total of 22 degrees of freedom, encoded

as 3 root translations, TTorso, and 19 rotational degrees of freedom, {Rb}, four for

each limb and three for the torso. Prior knowledge on joint angles was encoded

using a quadratic ramp function at boundaries. The shape component, which is
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illustrated projected onto an example image in Figure A.1, can thus be written as:

xshape = {TTorso, {Rb}} (A.4)

A.2.2 Likelihood Model

Likelihood evaluations are performed by projecting the model onto the image and

comparing observed image features with expected values. Feature values are denoted

here by ~q. Expected features, such as pixel colour or local filter responses, will in

fact have a (multi-modal) probability distribution rather than a single value. This is

because of body model inaccuracies, discretisation and noise. In general, the feature

distributions are not known a priori. Most likelihood models, including those using

edges (e.g. edge strength), require parameters to be set in order for matching to be

performed. What varies is the number and range of these parameters. Some cues,

such as skin colour and edges, can be reliably configured off-line and the parameters

fixed. Such static models can be used for more automatic (re)initialisation. Here

we consider a likelihood model where the expected features for regions, Ωb, on the

surface of the 3D articulated model are propagated as part of the state:

xtexture = {p(b|ωb)(~q), ωb ∈ Ωb}. (A.5)

Hence we consider only colour distributions, the primary reasons being their quasi-

invariance to viewpoint and ease of implementation. Since clothing is often textured

these distributions can be multi-modal. Therefore, (non-robust) template tracking

is inappropriate. Matching using distributions provides greater discrimination than

matching individual measurements. We propose using normalised multi-dimensional
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histograms to represent the feature distributions and denote them by H(b,ωb). Other

possible distribution statistics include, for example, cumulative histograms and mo-

ments.

In order to find the likelihood of a hypothesised pose, rays are cast into the scene

at each pixel to determine the point of intersection, if any, with the shape model.

Hypothesized histograms, H ′
(b,ωb)

, are collected for each region on the articulated

model from the current image. These are compared to the propagated appearance

using a distribution similarity measure, S. The likelihood is then modelled, in

Equation (A.6), as the sum of similarities weighted by the visibility of the region

in the image, where V denotes the set of pixels corresponding to the body and |V |
denotes the number of visible pixels. In this way larger regions contribute more

weight to the likelihood.

pdivergence(yt|xt) ∝
∑
{V } S(H ′

(b,ω), H(b,ω))

|V | (A.6)

Clustering using split and merge

Estimating the feature distributions at points on the body is difficult given the

limited image data available. Furthermore, the distributions are varying over time

due to illumination changes and clothing movement. However, we observe that

many of the points on the surface of the body belong to the same piece of clothing

and will therefore often have similar distributions. A clustering routine can group

points on the 3D model to improve estimation. We use a computationally efficient,

iterative grouping scheme. Consider estimating an unknown bin, H(b,ωb)(q), from

the histograms for other body regions using a weighted sum:
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H(b,ωb)(q) ≈
∑

b′

∑

ω′
b

H(b′,ω′
b
)(q)p(H(b′,ω′

b
)|H(b,ωb)) (A.7)

The conditional probability can be modelled in a Bayesian fashion using a likelihood

determined from a similarity measure, S, on the known histogram bins and a prior

determined from knowledge of clothing structure:

p(H(b′,ω′)|H(b,ωb)) ≈ S(H(b′,ω′), H(b,ωb))P(b,ω),(b′,ω′) (A.8)

Direct use of the sum in (A.7) is not computationally feasible since it involves

summing over all points on the body for each unestimated histogram bin. However,

it can be seen that large contributions to the sum must be similar to the histogram

in question and therefore similar to each other. Therefore, the sum is reasonably

well approximated by the average bin value taken from the group of similar regions.

To perform region merging, a threshold K is introduced. It controls the level of

detail represented by the system and encodes the model order. When K is large,

the system behaves like a template tracker by preserving individual regions. When

K is small, the system behaves like a blob tracker, ultimately representing the

person using a single distribution. For a particular sequence, with a particular

image resolution, target size and level of noise, there will be an optimal choice of

threshold for tracking that balances appearance estimation with excessive loss of

local structure. The merging decision criterion then becomes:

S(Hb,ωb
, Hb′,ω′

b
) >

K

P(b,ωb),(b′,ω′b)
(A.9)

The clothing structure prior, P(b,ωb),(b′,ω′b), in (A.9) is learned from example images
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b ωb b′ ω′b P(b,ωb),(b′,ω′b)

Upper Arm l, θ Upper Arm l, θ + δθ 0.9
Head l, θ Hand - 0.7

Upper Arm l, θ Upper Leg - 0.3

Table A.1: Example histogram merge priors

of differently clothed people by manually aligning the model to the image and per-

forming an exhaustive pairwise comparison. The prior is set to the average of the

observed similarities. Examples are shown in Table A.1. Currently, only a small

data set has been used to learn the prior.

Merging is an O(u2) operation, where u is the number of unique regions. How-

ever, this cost is greatly outweighed by the improvement in computational efficiency

due to reductions in the number of region comparisons and storage overhead. Fig-

ure A.3 illustrates a body part model with region grouping leading to shared feature

distributions.

Body Part with Surface Regions

Grouped Regions

Point to Feature Histograms

Body Part with Surface Regions

Grouped Regions

Point to Feature Histograms

Figure A.3: A body part where grouped regions have associated feature distribu-
tions.

Since regions can erroneously merge we also introduce a splitting operation. How-
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ever, performing this in a similar manner to merging requires unique histograms to

be stored for every atomic region, resulting in a large storage overhead. Therefore,

we currently use an heuristic splitting criterion based upon a threshold on the sum

of histogram lookups in an atomic region from the current image. This rule is par-

ticularly efficient which is important since it is performed for every atomic region in

every frame.

Region Comparison Techniques

Many histogram similarity measures have been proposed. These include inter-bin

measures such as the Bhattacharyya, Jeffrey, Minkowski, Intersection, χ2, and Kull-

back Leibler, and intra-bin measures such as QBIC and the Earth Movers distance,

see e.g. Puzicha et al. [1999]. Inter-bin measures are favoured here because of their

lower computational cost. Sum of histogram back-projections, which is quicker to

calculate online, can also be used but allows less discriminatory power since it uses

each of the measurements independently, ignoring how these are distributed.

Background Model

The distribution induced by the likelihood model described so far cannot be used to

disambiguate certain poses. For example, consider the waving sequence, where the

lower arm, which is uniformly coloured, rotates in depth. As the arm foreshortens

the hypothesised histograms will remain approximately constant and therefore so

will the likelihood. This problem is illustrated in Figure A.4. To overcome this

problem multiple solutions could be propagated using a semi-parametric or non-

parametric density representation (Cham and Rehg [1999], Isard and Blake [1996]).

However, this approach is particularly expensive when propagating an appearance
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Figure A.4: Visualisation of the likelihood whilst rotating the lower right model arm
against frame 10 of the waving sequence. The solution is centralised. Abscissa: out
of plane rotation, ordinate: in plane rotation. The central ridge in the first plot has
a large likelihood and illustrates the inability of the model to resolve out of plane
rotations. The second plot illustrates how conditioning the likelihood to maximise
foreground usage results in a single solution.

estimate and only delays decision making to a higher-level stage. For these reasons

the approach taken in this work was to condition the likelihood to maximise the

foreground usage as determined by a statistical background model. The background

is modelled using a multi-variate Gaussian in chromaticity-intensity space for each

pixel i. These Gaussian densities are recursively updated as described by McKenna

et al. [2000]. The resulting modified likelihood is illustrated in Figure A.4 and is

defined as:

p(yt|xt) = pdivergence × pbackground (A.10)

pbackground(yt|xt) =

∑
i∈V pf (i)∑
i∈I pf (i)

(A.11)

where pf (i) denotes the foreground probability density at pixel i, I is the set of all

pixels in the image, and V is the set of pixels corresponding to the body.
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Appearance Update

Figure A.5 shows a cropped region from the back projection of the arm histogram

onto two frames, two seconds apart. It can be seen that the foreground appear-

ance changes over time, sometimes quite quickly. The histograms are recursively

updated to account for such changes using Equation (A.12). The rate of adapta-

tion is controlled by the empirical constant, c. In the current implementation, the

appearance model is updated using only those pixels that are sufficiently different

from the background. This reduces the chance of the tracker diverging.

Figure A.5: Probability map for a lower arm histogram for frames from the waving
sequence two seconds apart. It can be seen that the distribution has changed. The
background has also changed.

Ht = cH ′
t + (1− c)Ht−1 (A.12)

A.3 Empirical Evaluation

In the implementation described here, a mixed iterative optimization scheme was

employed. In the first frame, the pose was manually initialised and the surface

feature distributions extracted. Then for each subsequent frame a semi-hierarchical,

best-first search was first performed by coarsely sampling the state space around
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an estimate given by a constant velocity motion model. The number and spacing

of samples was chosen empirically using the likelihood response. For example, in

the case of the upper arm with three degrees of freedom, sampling at four half

limb widths in all directions at two half limb width intervals requires 64 samples.

The components of the hierarchical samples with highest likelihoods were combined

and used to seed local gradient-based search of the likelihood space. Including

the hierarchical sampling has the effect of reducing the chance of getting trapped

in local maxima and thereby allowing larger inter-frame motion. It is particularly

useful when self-occlusion of the human body causes gradient information to be lost.

As previously mentioned, zeroth-order chromaticity-intensity statistics were used as

features. A good histogram size was found empirically to be 12×12×8 bins. No prior

colour information was used. The system was implemented in C++. Preprocessing

to find the histogram bins, an efficient model projection implementation and loop

unrolling resulted in efficient likelihood calculations, the main computational burden

for most trackers. The system required around 100MB to store the appearance

model and made of the order of 10, 000 samples per frame at around 10ms per

sample.

A.3.1 Likelihood Investigation

Figure A.6 shows different similarity measures as the model upper right arm under-

goes image-plane rotation. It can be seen that grouping has a large effect on the

profile of the response. A large amount of grouping causes local detail to be lost

and localization suffers. In the case of too little grouping, the histograms are poorly

estimated and the response is less smooth and has significant secondary maxima. It

can also be seen that some similarity measures produce smoother responses and are

less sensitive to the amount of grouping. In particular, the Bhattacharyya coefficient
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was found to work well for tracking and grouping. The back-projection worked well

when all background pixels were sufficiently different from the foreground.

A.3.2 Grouping Results

Figure A.7 illustrates the result of applying the grouping scheme to the first frame

in the waving sequence. The number of unique regions is plotted against time. It

can be seen that the system quickly converges to a stable region representation. It

can be seen that occasionally split and merges are performed after the system has

reached a steady state, this is primarily due to new regions becoming visible.

A.3.3 Tracking Results

Figure A.8 shows the result from successfully tracking in an everyday indoor scene.

The subject is wearing loose-fitting clothes with both textured and plain regions.

The background contains a significant amount of clutter, similarly coloured objects

and uneven, natural lighting. The sequence was captured at 12 frames per second

and at a resolution of 640 × 480 pixels. The frame-rate was lower than is usual,

making tracking more difficult. The sequence contains 72 frames (6 seconds) which

compares favourably to the length of sequences used in related published results.

The update constant c in Equation (A.12) was set to 0.2.

It can be seen that the tracker maintains lock throughout the sequence including

during the frequent self-occlusions. The hierarchical sampling along with a low

frame rate makes the result a little jumpy. Furthermore, in some frames the upper

arm is localised only approximately due to constraints on the model deformations.

A strength of this region-based formulation is that the tracker degrades gracefully
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under such conditions. The most significant error is that it switches the legs half-

way through the sequence. This is due to the low frame rate and highly symmetric

appearance and could be overcome by using a better motion model. In the final

frames, tracking of a foot is inaccurate because of the heavy shadowing and the

similarity of the background and foreground distribution.

A.4 Conclusions

A likelihood formulation was presented to allow for detailed, accurate pose estima-

tion in unknown scenes. The model was based upon estimating the feature statistics

of regions on the surface of a 3D articulated body model. Two problems with this

approach are density estimation and computational efficiency. A region grouping

algorithm was presented to overcome these difficulties and its benefits were illus-

trated.

The tracker worked well in real world scenes of moderate complexity and due to the

properties of the likelihood model inference was more efficient. However, in more

complex scenes, most notably outdoors, we found that the tracker diverged due to

the rapid appearance adaptation. We believe that combining this model with a

static cues would alleviate such problems. In this regard the method was a step

towards addressing how to estimate human appearance and use this estimate for

efficient iterative tracking.
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Figure A.6: Investigating the effects of region grouping and different similarity mea-
sures. Plots show the likelihood, pdivergence, for upper arm rotation against frame 10
of the waving sequence for three levels of grouping: dashed= 5 regions, solid= 20
regions, dotted= 120 regions. The true rotation angle was 39◦.
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Figure A.7: Results from applying region merging to the first frame of the waving
sequence. Top: visualisation of the largest grouped regions. Bottom: plot showing
the behaviour of the grouping algorithm for three different merge thresholds.
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Figure A.8: Tracking a highly textured subject through a few walking cycles con-
taining self-occlusion in a cluttered indoor scene without a specific motion model.
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