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Abstract

Relational graphs are a fundamental type of scene representation for medium and high

level computer vision tasks. They provide a generic way of en coding entities and rela-

tionships. The comparison and matching of such graphs is an i mportant and challenging

problem under the conditions of uncertainty and corruption which exist in most vision

problems.

In this thesis a method for matching relational graphs is dev eloped which is based on

symbolic constraints. The topology of the graph relations i s used to calculate the consistency

of a particular match using a Bayesian probability model of t he processes at work in the

matching process. The result is a global consistency criterion which measures the quality

of match. A discrete relaxation technique is used to locate the optimal mapping between

graphs using a MAP update rule. The technique is evaluated us ing both real-world image

data and simulated graphs.

Three methods of eliminating spurious elements from the gra phs are also studied. The

®rst method involves a constraint-®ltering method which is applied after matching has

taken place. The second method is an optimisation technique in which noise elements are

identi®ed and labelled during the matching process. The ®nal method involves the dynamic

recon®guration of the graphs to remove noise elements durin g the matching phase. Detailed

evaluations of these methods are performed on simulated dat a.

A theoretical analysis of the criterion is carried out which allows prediction of the

expectation value of the criterion at a given level of graph c orruption. The performance of

the symbolic criterion is compared to that of other alternat ives reported in the literature.

Finally the symbolic methods developed earlier are extende d both to the use of proba-

bilistic relaxation to match relational graphs, and to the m atching of hierarchical graphs.
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Chapter 1

Introduction and Literature Review

1.1 Introduction

Relational graphs are a fundamental representation of imag e structure in intermediate and

high level computer vision tasks. Their key advantage is the departure from an essentially

pixel based representation to a more abstract realisation more closely allied to the intuitive

structure of real-world objects. They are therefore a power ful tool for modelling scene

structure in terms of objects and the relations which exist b etween them.

If techniques are available to compare and match these representations, it is possible to

interpret scenes in terms of object-based models. This taskis not straightforward however;

two major problems hinder attempts to match relational grap hs. The matching process itself

is combinatorially expensive - the number of possible match es rises factorially with the size

of the graphs. Furthermore, the relational graph represent ation of a scene is almost always

corrupted by image noise and poor segmentation. In this situ ation, matching can only be

accomplished by inexact means which account for anticipate d imperfect matching between

graphs.

Successful approaches to this problem make extensive use ofmeasurement information

both on objects and on the relations in the graphs to overcome matching ambiguities and

graph corruption. This approach relies on apriori knowledg e of the parameters of the scene

sensing process and the ®delity of the resulting measurements.

In contrast to the measurement-based approach, it is possible to take a symbolic view of
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the matching task. Here the graph relations themselves prov ide the information necessary

to effect an accurate match, with the bene®t that few parameters are required to perform the

matching. Furthermore, the matching process is not heavily reliant on scene measurements.

However past approaches of a purely symbolic nature have pro ved less effective because of

the increased ambiguity of relational information. In this thesis we will demonstrate that

matching can be accomplished by symbolic means using a suitable model of how topology

changes from one graph to another, even when signi®cant corruption is present.

1.2 Review

Relational graph matching has been a task of pivotal importa nce to intermediate and high

level computer vision for some 25 years. It was the work of Bar row and Popplestone

(Barrow and Popplestone, 1971) which ®rst exploited a relational graph representation

of scene structure. Since then graph-based representations have been a central theme of

vision research. As a consequence, a wealth of matching techniques and relational distance

measures have been developed. The focus of this thesis and the literature review in the

remainder of this chapter is on the matching of relational re presentations.

One of the ®rst uses of graphs as a tool in computer vision was described by Barrow

and Popplestone (Barrow and Popplestone, 1971). In an application involving the matching

of a semantic model, relational graphs were used to represent the positional relationships

between segmented image regions. The role of the relationalgraph was as a representation of

scene structure which was abstracted away from the low-leve l pixel-based representations.

From these early beginnings the idea of a relational graph to represent scene structure was

born. Scene graphs were stored and then images recognised byexhaustive comparison

between the graphs. These ideas where later formalised by Barrow and Burstall (Barrow

and Burstall, 1976) who presented some practical matching techniques for ®nding sub-graph

isomorphisms based on identifying maximal cliques in the as sociation graph(see below for

a discussion of this technique). At this early stage the dif® culties of reliably extracting such

relationships were not fully appreciated. Infact, these te chniques were only effective when

the structural scene descriptions were uncorrupted, and th erefore had limited practical
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application.

It was soon realised that relational models of scene structure could be powerful tools

in the computer vision domain. A body of work was already avai lable from mathemati-

cal graph theory (Harary, 1969). This dealt with formal de®n itions of matching between

graphs; the problems studied here were graph isomorphism an d sub-graph isomorphism.

Algorithms have been developed from these foundations to ca lculate graph and sub-graph

isomorphisms (see (Ballard and Brown, 1982) for a review). Of particular interest is the

clique problem which is related to sub-graph isomorphism; t he objective of the clique al-

gorithm is to ®nd the fully connected sub-graphs or cliques o f an input graph. Subgraph

isomorphisms between two graphs can be found using this algo rithm by forming the asso-

ciation graph of the two graphs. The association graph is for med as follows: consider two

graphs G 1 and G 2 with nodes f u

i

8 u

i

2 V 1 g and f v

i

8 v

i

2 V 2g respectively. The nodes of the

association graph A are formed from the node-pairs f ( u

i

; v

j

) 8 u

i

2 V 1; v

i

2 V 2g , i.e. there is

an association graph node, denoted a

ij

for each of these node pairings. Edges exist between

nodes a

ij

and a

k l

when the condition ( u

i

; u

k

) 2 E 1 and ( v

j

; v

l

) 2 E 2 is ful®lled. Extraction of

the fully connected sub-graphs of the association graph giv es the sub-graph isomorphisms

between the two graphs G 1 and G 2. These ideas have been exploited more recently by

Horaud and Skordas (Horaud and Skordas, 1989) in the context of stereo matching.

A number of important results come out of graph theory concer ning the complexity of

evaluating graph and sub-graph isomorphisms (Ullman, 1976 ). The sub-graph isomorphism

problem has been found to be NP-complete, that is to say that all exact algorithms (those

guaranteed to ®nd the correct solution) take a worst case time exponential in the number of

graph nodes. Inexact algorithms can solve the problem in pol ynomial time, but of course

without guaranteed success. Full graph isomorphism is not known to be NP-complete,

however no deterministic polynomial time algorithms are kn own.

In addition to these computational constraints, the proble m of noise is also an important

factor, and one which is not considered in theoretical and ma thematical treatments of graph

theory. When graph corruption is a signi®cant factor, which it invariably is in computer

vision problems, the perfect isomorphism between graphs is destroyed. Sub-graph isomor-

phism may still be used to isolate undisrupted portions of th e match (Ullman, 1976; Horaud
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and Skordas, 1989).

There are, then, two major drawbacks to these these graph-theoretical methods. Firstly

the computational complexity is enormous for all but the sma llest graphs and rises expo-

nentially with the number of graph nodes. The second problem is their inability to deal with

noise, corruption or any form of inexactness within their ex act framework. It is clear that

if we hope to match noise-corrupted graphs of signi®cant siz e in an ef®cient way we must

adopt an inexact approach which is robust to graph-errors. I t is these techniques which we

will examine in the thesis.

1.3 Graph representations of Computer Vision Problems

A scene in a computer vision problem can be thought of as consi sting of two distinct elements,

a set of objects or tokens from which the scene is constructed and a set of measurements

or properties of these objects. The unique element in a relational graph problem is the fact

that additional information about the relationships betwe en objects in the scene is available.

These relationships, measurements and objects can be used to form what is usually referred

to as anARG (Attributed Relational Graph).

In discussing different representations of an ARG, there ar e two elements to consider cor-

responding to the two elements of the graph formulation; wha t attributes or measurements

are used, and how relations between objects are formed.

1.3.1 Graph Relations

The relations between scene objects can be roughly grouped into two separate categories,

perceptual relations and abstract relations. Perceptual relationships between objects rep-

resent properties of some physical or perceptual signi®cance in the scene; for example

adjacency, inclusion, above (Ranganath and Chipman, 1992), corners, junctions and paral-

lelism (Davis, 1979; Etemadi et al., 1991). These are properties which physically exist in the

real world and could reasonably be expected to appear in a con sistent fashion from image

to image. However robust extraction of perceptual object re lationships such as these is not

an easy task, especially prior to scene interpretation. Moreover, they are rather fragile and
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prone to corruption (Sarkar and Boyer, 1993).

Other geometric schemes include pixel-based neighbourhood schemes (Geman and Ge-

man, 1984; Hancock and Kittler, 1990b) and closest point graphs such as the Delaunay graph

and Gabriel graph (Tuceryan and Chorzempa, 1991). In (Tuceryan and Chorzempa, 1991),

the robustness of various closest point graphs to corruptio n is investigated. The conclusion

reached is that the Delaunay graph is the most resistant to di sruption; a result of considerable

signi®cance to the matching of noise scenes using abstract relations.

The sensitivity to noise of the perceptual relations is not e asy to analyse; the response

to noise depends not only on the type of relation but also on th e type of objects present in

the scene and the segmentation strategy. However (Chipman and Ranganath, 1992) suggest

that 'fuzzy' relations with real-valued measurements are m ore robust and useful than simple

binary or "on/off" relations such as 'above' and 'adjacent' .

This idea of associating measurement information with grap h relations has been widely

adopted (Kittler et al., 1993; Boyer and Kak, 1988). For example the graphs of Kittler et al

are fully connected - it is the measurements on these relations which provide the distinction

between the graph connections. In this sense the relations are `soft', being characterised by a

real-valued measurement. This constrasts with the symboli c approach which is based on the

existence or non-existence of relations. This measurementapproach clearly provides more

information, potentially aiding the matching process. How ever, as with any measurement

process, in order to be of any use the probability distributi on of measurements must be

de®ned. This means an increase in apriori information which needs to be known.

Hierarchies

Within the realm of perceptual relations, there has been con siderable interest in hierarchical

representations of scene structure. The main motivation fo r this approach is the realisation

that the richness in structure of the real world is impossibl e to model at one level of ab-

straction. In the hierarchical approach, simple scene structure is ®rst interpreted and this

information is used to simplify the analysis of more complex structures. With the hier-

archical approach, complex entities can be modelled as simple groupings of less complex

structures.
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As an example, Dickenson et al (Dickinson et al., 1992) use an"aspect hierarchy" which

attempts to closely model the structure of physical objects . They use a hierarchy which

builds from contours through contour grouping to faces. The se faces can be thought of as

possible views of a set of object primitives from which objec ts themselves are constructed.

In this case the important modelling step is to choose a set of primitives from which objects

can be constructed; Dickenson et al use a rich set of geometric solids (cylinders, cones,

cuboids - c.f. Marr's cylinder zoo (Marr, 1984) which constr ucts objects from cylinders).

Clearly it is dif®cult to choose a set which can represent a wi de range of different objects

given the variation in structure which real objects exhibit . The need for such a conceptual

(or perceptual) hierarchy has been stressed by (Henderson,1990) in the domain of discrete

relaxation.

Another hierarchical approach worthy of mention is the tech nique of subsumption of

detail or resolution. In this approach the top of the hierarc hy contains sparse details,

information is limited and the resolution is coarse. As we mo ve down the hierarchy scene

detail increases, and we can draw on information from the coa rser levels to interpret the

scene. Examples of such a detail hierarchy can be seen in (Gidas, 1989), (Lau et al., 1993)

and (Mjolsness et al., 1989). The pyramidal resolution approach falls within this category

(Hancock et al., 1992; Lu and Jain, 1992; Meer et al., 1990), in which different levels represent

different image resolutions.

Active Graphs

Most researchers use graphs which are essentially static; that is to say that once formed

from scene data, the graphs do not change their structure in t he matching phase. Another

approach motivated by the need to overcome corruption is to m odify the graphs during

matching using edit operations (Messmer and Bunke, 1994; Sanfeliu and Fu, 1983). Edit

operations such as deleting arcs and nodes are performed until a homomorphism between

graphs is found. The number and 'cost' of these operations de termines the distance between

the graphs under match.
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1.4 Graph Matching Criteria

A graph matching criterion is a function of the match between graphs which gauges the

quality of the match. If such a criterion is to hand, then the g raph matching problem may

be accomplished by optimisation. A good choice of criterion or energy function is vital if

the optimisation phase is to be fast and accurate and the quality of the ®nal match good. In

this section we discuss the range of energy functions present in the literature.

1.4.1 Heuristic Energy Functions

By far the most common way of de®ning an energy function is in a goal-directed fashion.

Terms are added to the energy function to perform speci®c tasks. These terms are not

generally constructed in a rigourous way, rather they are kn own to have a optimal point

at the desired solution and some less favourable value elsewhere, for example (Yuille,

1990). This lack of understanding of the energy function awa y from the optimal point

leaves the way open for problems caused by local optima and sl ow convergence. Ad-

hoc approaches are commonplace in the literature; for instance in probabilistic relaxation

approaches, (Ranganath and Chipman, 1992; Izumi et al., 1992; Ton and Jain, 1989) de®ne

support functions in an ad-hoc fashion. In the structural do main (Horaud and Skordas,

1989) employ an empirical energy function for choosing betw een a number of candidate

maximal cliques.

It is also possible to impose syntactic constraints on the match such as demanding a one-

to-one mapping by the inclusion of additional terms into the energy function. The optimal

point is repositioned by the extra term to a point which ful®l s the relevant constraint (Yuille,

1990; Mjolsness et al., 1989). However the play-off betweenthe strength of the constraint

term and quality of match terms is dif®cult to control and int ervention is often required to set

arbitrary weighting factors between the terms. Arbitrary w eights are not only con®ned to

the constraint terms and they abound throughout the heurist ic approaches (Ranganath and

Chipman, 1992; Izumi et al., 1992). Because of the ad-hoc approach, theoretic analysis of the

appropriate values for such constants is not possible. Inva riably they must be empirically

set by the user for different problems.
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1.4.2 Continuous Energy Functions

One way to de®ne an energy function in a more principled manne r is to use Bayesian

or probability-based methods. In this paradigm, a continuo us probability of a particular

matching is maintained for all matching con®gurations. Opt imisation of this probability

leads to the matching con®guration with the largest probabi lity. The principle advantage of

this approach is that the processes which lead to matching errors can be modelled objectively

by probability distributions.

It was (Hummel and Zucker, 1983) who ®rst showed that the prob abilistic relaxation

scheme of (Rosenfeld et al., 1976) could be interpreted as the minimisation of an energy

function based on label probabilities and a set of heuristic ally de®ned support functions.

Following on from this, (Faugeras and Berthod, 1981) and (Bhanu and Faugeras, 1984)

developed similar energy-based criteria which maximised c onsistency while minimising

ambiguity in the labelling. The later work of (Kittler and Ha ncock, 1989) demonstrated

how the process of probabilistic relaxation could be viewed entirely in terms of probability

distributions, specifying support functions in terms of th ese distributions. Consequently the

process of PR can now be seen as the optimisation of a consistency function based entirely on

probability distributions. Recent efforts by (Kittler et a l., 1993) have extended this Bayesian

framework to incorporate ARG's with measurement informati on pertaining to the binary

relations within the graph.

Anotherprobabilistic approach is that of (Boyer and Kak, 19 88) and (Sengupta and Boyer,

1995). They use an information theoretical approach to de®ne a distance measure between

matching units of the graph. This measure which is the condit ional information conveyed

by the second unit about the ®rst is essentially a measure of entropy between the units. The

global graph criterion then becomes the sum of the individua l terms for the units, or the

global match entropy.

1.4.3 Statistical Physics

An interesting point of contact exists between labelling pr oblems (of which matching prob-

lems are a subset) and statistical physics. Statistical physics is concerned with the properties
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of a system of large numbers of particles in which the particl es can inhabit different energy

states. The analogy with labelling problems in computer vis ion stems from the identi®cation

of the particles as objects in the scene and the possible particle states as different possible

labellings of the object. Statistical physics tells us that if we can identify a 'potential' U

with the system of labels and objects, the probability of the state 
 can be calculated by the

Boltzmann distribution:

P ( 
 ) =

e

� � U ( 
 )

Z

( 1: 1)

where Z =

P




e

� � U ( 
 ) is the partition function and � = 1=k T is a constant dependent

on the `temperature' T of the system. Interpreted in the sense of a labelling proble m the

'temperature' determines the amount of randomness or uncer tainty in the system.

If we adopt this analogy then it gives a direct connection bet ween the de®nition of an

energy function and the probabilities of various system sta tes. It is therefore possible to

analyse any de®ned energy function in terms of probabilitie s. Geman and Geman(Geman

and Geman, 1984) applied these concepts with seminal impact to low-level vision and used

them to develop a non-deterministic updating scheme referr ed to as simulated annealing.

This scheme uses the temperature as a control variable whichis used to introduce controlled

amounts of randomness into the updating schedule. Geman and Geman were able to show

the equivalence between the Gibbs distribution and a Markov Random Field for calculating

the MAP estimate of the labelling. The MAP estimate of the pro bability distribution de®ned

in equation 1.1 is recovered by the process while local minim a are avoided. This method is

discussed further in section 1.5.1

The relationship between minimising an energy function and a probabilistic approach

to the matching problem is explored further by Yuille (Yuill e, 1990). He reiterated that any

problem formulated in terms of an energy function can be give n an interpretation in terms

of probability by the Gibbs distribution. Yuille then uses t he partition function to map hard

constraints onto an energy function.
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1.4.4 Structural Pattern Recognition

As described above, the ARG under match contains a considerable amount of measurement

information. We can loosely group matching schemes into two categories based on the way

in which they utilise the information. Those that only use me asurement information in an

initialisation phase, after which labelling decisions are made by a purely symbolic process

are referred to as `symbolic schemes'. Those in which the measurement information persists

and is referred to at all stages are `measurement-based schemes'.

Whendesigning a matching criterion the question arises of h ow much of this information

should be used to aid the matching. At ®rst sight the answer is simple - the more information

available, the better the result will be. Indeed much recent work has adopted this philosophy

with reasonable success. After earlier work which focussed mainly on symbolic processes

(for example (Shapiro and Haralick, 1985; Horaud and Skorda s, 1989)) the need was seen for

increasing amounts of scene information to disambiguate th e scene interpretation process.

Classical structural pattern recognition was perceived as impoverished in terms of the

amount of scene information available. However this is not n ecessarily the case as there

are both advantages and disadvantages to a heavy reliance onscene measurements. On

the positive side they decrease the amount of ambiguity in th e scene interpretation phase

and alleviate the need for potentially fragile structural i nformation. On the other hand,

parameters of the measurement probability distributions m ust be known before hand and

the matching can be in¯exible to differing scene conditions . This in¯exibility is due to

parameterisation of the probability distributions. The pa rameters often vary from scene

to scene and consequently need to be measured and adjusted for each new matching task.

On the other hand, symbolic matching approaches can overcome some of the problems of

ambiguity and lack of reliable measurement information by s uccessfully using contextual

information.

Proponents of the measurement approach include (Boyer and Kak, 1988) with their con-

ditional mutual information based on both inter-object and inter-relation measurements.

Kittler et al (Kittler et al., 1993) use unary measurements on nodes and binary measure-

ments between nodes in their probabilistic relaxation sche me. Mjolsness et al (Mjolsness

et al., 1989) use inter-object measurements in their Hop®eld-style energy function, which
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is optimised with a neural network. Ranganath and Chipman (R anganath and Chipman,

1992) similarly use inter-object measurements in the de®nition of a support function for

probabilistic relaxation, albeit in an ad-hoc fashion.

Symbolic approaches include the original relaxation schem e of (Rosenfeld et al., 1976);

their de®nition of a support function and relaxation scheme is such that measurements were

used in the initialisation of probabilities, but as the sche me progresses this information is

overridden by labelling constraints. This has been seen as aweakness of the classic PR tech-

nique. Recent work on relaxation has focussed on creating a persistence of measurements in

the PR technique by incorporating measurement probability distributions into the support

function (Kittler et al., 1993)

Part of the aim of this thesis is to demonstrate that symbolic techniques can overcome the

problems of ambiguity by effectively using contextual info rmation and gain the advantages

of ¯exibility, robustness and ease of control.

1.5 Optimisation

When a matching criterion is available for the problem under study, which has, for the sake

of discussion, a maximum point at the desired solution of the problem, the task is then to

locate this maximum point by some optimisation technique. T his is not in general a simple

task; as we discussed earlier the space of possible mappingsbetween a pair of graphs under

match is enormous. For example two graphs each of only 10 nodes each has 10! possible

matches (4 � 106 combinations). Clearly for graphs of moderate size direct e valuation of

all matching combinations is not feasible. Rather than take this brute force approach, all

authors have employed methods of traversing the search space from a poor initial position

to the optimal point, using only a few intermediate steps. It is these methods to which

we now turn our attention. It is worth pointing out at this sta ge that traversing the search

space is not in general a simple task; if local optima exist wh ich do not correspond to the

global optimum the potential exists for incorrect solution s to be found. Furthermore the

task becomes increasingly dif®cult when the initial guess i s far from the ®nal target.

Optimisation schemes may be split broadly into two categori es; continuous optimisation
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methods operate when a continuous labelling space is available. These methods are well

understood mathematically (Faugeras and Berthod, 1981). In contrast discrete optimisation

methods in which the mapping is discretized in labelling spa ce is not well understood.

1.5.1 Continuous Optimisation

We consider ®rst the case when the matching criterion is continuous, i.e. the case when

the space of labellings is continuous and the matching crite rion exists at all points. In more

formal notation, we have a real-valued mapping function whi ch tells us how 'likely' the

match from node u in G 1 to node v in G 2 which we will refer to as � ( u ! v ) . This function

always resides in the interval [ 0; 1] . The components � ( u ! v ) can be formed into a vector

of matching weights denoted by ~� . The matching criterion F ( ~� ) is de®ned for all ~� and is

therefore continuous.

Gradient Ascent

Imagine that we are interested in the maximum point of the mat ching criterion F . If F has

just one maximum and monotonically increases to this maximu m the problem is relatively

straightforward. We need only move through the space of mapp ings in the direction of the

maximum gradient of F to locate the optimal point. Formally

� ~� = rF ( ~� ) ( 1: 2)

This technique is known as gradient ascent (GA).

Projected Gradient

The GA technique above is suf®cient to locate the maximum poi nt of F when there is one

maximum and F monotonically increases to this maximum, and, importantly , when no

constraints apply to the components of the mapping vector ~� . We referred earlier to the

components of ~� as 'likelihoods' because they do not necessarily represent probabilities.

However many authors wish to interpret them as probabilitie s and for this to be the case

the components must obey the axiomatic rules of probability . In this case they must be
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subjected to the constraint
X

v 2 V 2

� ( u ! v ) = 1 ( 1: 3)

which implies that each node in G 1 should have only one match in G 2. With this constraint

� ( u ! v ) may be interpreted as the probability that node u is matched to node v .

If Equation 1.3 is to satis®ed we can no longer simply update t he matching-vector ~�

by the gradient of the matching criterion since we have no gua rantee that this will lead

to an allowed value of the matching-vector (see (Bhanu and Faugeras, 1984; Zucker and

Mohammed, 1978; Faugeras and Berthod, 1981; Luo et al., 1988)). Instead we must use

a gradient projection method. In this method the constraint s in Eqn. 1.3 are viewed as

de®ning a sub-space in the labelling space which contains only the allowed values of ~� . We

then project the gradient vector (Faugeras and Berthod, 1981) onto this sub-space to obtain

an update vector who's magnitude and direction are determin ed by the gradient but keeps

the mapping-vector in probability space. If the projection operator is denoted P , then the

update rule becomes

� ~� = P rF ( � ) ( 1: 4)

Non-unit step sizes

While these gradient ascent techniques will converge to the optimal value under the con-

ditions we have speci®ed, the rate of convergence may not be satisfactory. The simple

approach we have so far examined always takes a unit step towards the maximum, which

may take considerable time if the gradient is small and the ma ximum is distant. Under

these conditions we would like to take a larger step. When the maximum is near by we

wish to take smaller steps in order to avoid overshooting the optimal point. This approach

has been explored by (Faugeras and Berthod, 1981; Lloyd, 1983) and (Bhanu and Faugeras,

1984). The update is de®ned by (in the case of the gradient projection method)

� ~� = � P rF ( ~� ) ( 1: 5)

where � is the step size of the update. It then remains to determine th e appropriate value

for this step. Faugeras and Berthod (Faugeras and Berthod, 1981) show how this can be

achieved analytically when the energy function is quadrati c; in this case the ideal step size
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is easily determined. For polynomial energy functions of hi gh order and other non-linear

functions, the step size is not easy to calculate; usually the local properties of the function

are interpolated by a quadratic or cubic polynomial and the c orresponding step size is only

approximate.

Probabilistic Relaxation Schemes

Relaxation schemes are optimisation techniques in which th e variables of the scheme are

iteratively updated in order to approach a stationary point of the update equations. They can

be used to optimise a matching criterion which has a maximum a t the stationary point. The

exciting feature of relaxation algorithms for matching pro blems is their inherently parallel

nature.

The classic probabilistic relaxation scheme is due to Rosenfeld, Hummel and Zucker

(Rosenfeld et al., 1976), and was conceived as an object labelling algorithm. Since it's

conception the approach has been widely used for image processing tasks including graph

matching.

Again the matches are represented by a matching vector, but this time more in the spirit

of probabilities; we will denote the probability that u matches to v at iteration s of the scheme

as P

( s )

( u ! v ) . The Rosenfeldet alscheme speci®es that the probabilities at iteration s + 1

should be given by

P

( s + 1)

( u ! v ) =

P

( s )

( u ! v ) Q

( s )

( u ! v )

P

w 2 V 2
P

( s )

( u ! w ) Q

( s )

( u ! w )

( 1: 6)

where Q is called the support function. The reason for choosing this particular form

becomes clearer when we study the individual terms. The nume rator appearing in the RHZ

update formula can be viewed as the product of two `probabili ties' or evidential factors; the

®rst being the probability that node u is matched to v , and the second being the probability

of the surrounding matches given that v is the match on u . This then combines the local

probability with contextual information from the surround ings. The denominator simply

ensures the normalisation of the probabilities, i.e. that
P

v

P

( s + 1)

( u ! v ) = 1. This step is

necessary since the support functions Q are not true probabilities.
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The scheme depends on the de®nition of a support function. Rosenfeld et alde®ne the

support function as

Q ( u ! v ) =

X

n 2 V 1

C

un

X

m 2 V 2

r ( u ! v ; n ! m ) P ( n ! m ) ( 1: 7)

where C

un

are arbitrary weights specifying varying in¯uences of neig hbouring nodes n

on u , and r determines how compatible the matches u ! v and n ! m are.

In the original form there are several problems with this sch eme. The support function,

compatibility coef®cients and weights are purely arbitrar y - no method for their speci®cation

is offered. No convergence properties are offered; it is not clear if the scheme will converge

at all. Finally no meaning in terms of an energy function is at tached to the stationary points

of the scheme. Hummel and Zucker (Hummel and Zucker, 1983) la ter overcame some of

these problems, showing that the RHZ scheme infact optimise d the energy function

F

p

=

X

u 2 V 1

X

v 2 V 2

P

( s )

( u ! v ) Q

( s )

( u ! v ) ( 1: 8)

and at the stationary points, the probabilities were unambi guous, i.e. P

s

( u ! v ) = 0 or 1.

Despite drawbacks probabilistic relaxation proved to be a p owerful tool in labelling

problems. A plethora of alternatives evolved, and due to a la ck of theory behind the speci-

®cation of support functions they have many different and ge nerally heuristic de®nitions of

support. See (Price, 1985) for a comparison of some of the more conventional approaches.

This ®nal hurdle was recently overcome by Kittler and Hancoc k (Kittler and Hancock, 1989)

who show how the probabilistic relaxation algorithm can be s ee as the iterative ®ltering of

a set of object measurements. The ®ltering is based on the maximisation of the conditional

probability of the object labels given the measurements i.e . P ( u ! v j x

w

8 w 2 V 1) . When this

Bayesian approach is adopted, the resulting scheme includes a speci®cation of the support

function in terms of probability distributions:

Q

( n )

( u ! v ) =

1
P ( u ! v )

X

� 2 


n

Y

n 2 C

u

P

( n )

[ n ! � ( n )]

P [ n ! � ( n )]

o

P [ � ( m ) 8 m 2 C

u

] ( 1: 9)

Where C

u

is the neighbourhood of u , that is u and all its interacting neighbours. �

represents the set of possible matches on C

u

and 
 is the set of possible labellings on

these nodes. This support function is however of exponentia l complexity which limits it's

usefulness in realistic labelling problems.
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Kittler and Hancock provide two methods for reducing the com plexity of this expression.

The ®rst method involves de®ning a limited dictionary of all owed labellings on any graph

neighbourhood. If this dictionary of labellings is denoted � , then the expression for support

is given by

Q =

1
P ( u ! v )

X

� 2 �

n

Y

n 2 C

u

P

( n )

[ n ! � ( n )]

P [ n ! � ( n )]

o

P ( � ) ( 1: 10)

The sum is over the limited set of dictionary items rather tha n the entire space of

mappings.

The second technique involves factorisation of the support function; details of this

approach are discussed in Chapter 7; suf®ce it to say here that under certain independence

assumptions the support function can be simpli®ed to one of p olynomial complexity.

In a more recent development (Kittler et al., 1993) have developed this methodology to

incorporate binary measurements between pairs of objects; They are interested in evaluating

P ( u ! v j x

w

8 w 2 V 1; A

ij

8 i; j 2 V 1) .

1.5.2 Discrete Optimisation Techniques

Discrete Relaxation

Discrete relaxation differs from probabilistic relaxatio n in that there is no ambiguity in the

labelling at any point during the scheme - at all times a match is maintained. This technique

pre-dates probabilistic relaxation with the discrete labe lling ideas of (Waltz, 1975), which

evolved from earlier work on consistent labelling problems by (Huffman, 1971; Clowes,

1971). Indeed the probabilistic version was a development of Waltz's discrete method. The

simple idea of this approach is to visit each object in turn an d update the label on that object

in order to gain the maximum improvement in the matching crit erion of the problem. The

update rule is therefore

f

( n + 1)

( u ) = arg max
f

( n )

( u ) 2 V 2

F [ f

( n )

( u ) ; f

( n )

( v ) 8 v 2 V 1 ; v 6= u ] ( 1: 11)

More recently the discrete relaxation labelling problem ha s been cast into a Bayesian

probabilistic framework (Hancock and Kittler, 1990a). The y suggest that the matching crite-

rion should be de®nedas the joint probability of the labelli ng given the (unary) measurement
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information, i.e. P ( f j X ) . Under assumptions of independence of the unary measurements

they show how the discrete update procedure can be used to locate the MAP estimate of the

labelling.

Simulated Annealing

In their seminal paper, Geman and Geman developed an interesting variant on the basic

relaxation scheme (Geman and Geman, 1984). Drawing on analogies with statistical physics,

they show how a set of discrete labels on objects, if placed in a Markov Random Field, can be

viewed as a system of interacting particles. A Gibbs distrib ution can then be associated with

the labels. The interesting feature of the Gibbs distributi on is the r Ãole of a `temperature'

variable; this variable has the effect of introducing contr olled levels of smoothing into

the energy function. They then coupled this energy function with a semi-random label

update procedure in which updates that increase the energy f unction are also allowed with

a certain probability, as well as those which decrease the energy function. This allowed the

optimisation phase to escape small local minima in the energ y function. They were also able

to show that if temperature was reduced according to a certai n rather restrictive schedule,

then all local minima would be avoided and a global optima wou ld be found.

The main draw-back of their method is the speed of convergenc e. The proposed reduc-

tion schedule is impractical and the update procedure compu tationally expensive.

More recently (Herault et al., 1990) have adopted the simula ted annealing technique for

performing structural matching tasks.

1.5.3 Search Techniques

Search techniques involve sifting through the different co n®gurations of the labelling space

in order to locate the optimal point of the energy function. A s we mentioned earlier the space

of possible mappings is large enough to preclude the possibi lity of searching all con®gu-

rations and therefore the key element of search algorithms are their ability to intelligently

prune the search space. Examples of search techniques applied to graph matching problems

can be seen in (Shapiro and Haralick, 1981) and (Dickenson etal., 1992). These algorithms

rely on heuristics and thresholding in order to reduce the sp ace of mappings which need to

17



be explored (see (Ballard and Brown, 1982) for a comprehensive review).

1.6 Summary

In summary, we should look towards inexact optimisation tec hniques if we wish to match

large, noise corrupted graphs. These provide the necessaryrobustness to corruption and

error while being relatively ef®cient at locating the best m atch. On the optimisation side,

relaxation techniques provide an attractive method becaus e of their parallel nature.

Study of the different approaches to de®ning an energy funct ion (either implicit or ex-

plicit) reveals an interesting split between the structura l and symbolic approaches ( (Horaud

and Skordas, 1989; Shapiro and Haralick, 1985) for example)and the measurement-based

methods (Boyer and Kak, 1988; Kittler et al., 1993). We take the view that structural ap-

proaches can be more ¯exible under varying scene conditions and that it is an advantage

to have as few parameters as possible to be speci®ed in advance. In the past symbolic

approaches have proved ineffective due to insuf®cient scene information being available.

However if a measure of structural similarity is suf®cientl y ®ne, enough information should

be available to interpret the scene. We will therefore concentrate on the symbolic matching

paradigm.

In order to provide a rigorous framework for developing our m odels, the appropriate

choice seems to be Bayesian probability. Adopting this fram ework means we are able to

model corruption and noise processes with objective probab ility distributions.

18



Chapter 2

Comparing Relational Graphs

2.1 Introduction

In this chapter we derive a measure of the quality of a graph ma tch, based on structural

considerations and developed using the principles of Bayes ian probability theory. In the ®rst

half of the chapter we set up a formal framework for graph matc hing problems and discuss

the application of probability theory to such problems. In t he second part we develop a new

criterion based on structural, topological constraints.

2.2 A Graph-Matching Formalism

The ®rst step in discussing a relational graph matching technique is to establish a suitable

formalism for describing the matching process. Here we desc ribe the attributed relational

graph (ARG) widely used in the literature (Barrow and Popple stone, 1971; Tang and Lee,

1992; Kittler et al., 1993; Ton and Jain, 1989). Our particular formulation is relatively simple;

structural considerations are our primary concern here.

A relational graph is represented by the triple G = ( V ; E ; X ) and consists of a set of

nodes V = f v 1 ; v 2; :::; v

n

g which represent objects in a scene graph or model. The set

E = f e 1 ; e 2; :::; e

m

g is the set of graph edges, and these represent the presence ofa relationship

of some sort between a pair of objects. If the objects represented by v 1 and v 2 are related in

the image, then they are connected by an edge e = ( v 1; v 2) 2 E . The edges could represent

a perceptual relation such as adjacency or Voronoi neighbours. Within our approach the
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signi®cant element is the existence of a connection and different types of edge are not

distinguished in the formalism.

We also hypothesize that a set of unary measurements are available on the objects in the

scene, and these are denoted by the setX = f x 1; x 2; :::; x

n

g . In the text we simply refer to the

measurement for node u as x

u

. Our interest will be con®ned mainly to methods of gathering

structural information from the graphs and therefore measu rement information is not our

primary concern. It is for this reason we have adopted a simpl e model of measurement

information. In this formulation we assume that only unary m easurement information

is relevant to the labelling of the nodes. While this is a comm on approach (Barrow and

Popplestone, 1971; Rosenfeld et al., 1976; Hancock and Kittler, 1990a) it is far from the only

technique. For example (Boyer and Kak, 1988; Kittler et al., 1993) use measurements de®ned

on the relations as an additional source of information.

Our aim in matching is to associate the nodes in a graph G 1 = ( V 1; E 1) with those in a

second graph G 2 = ( V 2; E 2) . Graph G 1 is referred to as the data graph and G 2 as the model

graph. Nodes from G 1 are denoted by v

( 1) and those from G 2 as v

( 2) . In order to discuss

matching problems we require a mapping function from the nod es in V 1 onto those in V 2:

f : V 1 ! V 2

Hence ( u

( 1)

; v

( 2)

) 2 f denotes the match of node u

( 1)

2 V 1 against node v

( 2)

2 V 2. There is no

explicit restriction on multiple matches; the structural c onstraints governing our matching

process encourage unambiguous matches implicitly. The fun ction f is potentially many to

one and therefore non-invertible.

2.3 Matching: The Bayesian approach

Many approaches to matching suffer from one major ¯aw: the qu antitative criterion of

matching quality is arrived at by largely goal-directed met hods (Ranganath and Chipman,

1992; Izumi et al., 1992; Ton and Jain, 1989; Sanfeliu and Fu,1983) Therefore, while the

matching technique may be effective, there is little meanin g in terms of the quality of the

match associated with the value of the criterion and theoret ical analysis of the algorithm is

20



intractable.

In order to tackle this problem, an objective framework for q uantifying matching perfor-

mance is required. Bayesian probability theory provides us with just such a framework. The

Bayesian minimum error decision rule (Kittler and Taylor, 1 994) speci®es how best to assign

labels to objects based on the label probability distributi ons and the costs of the different

mis-labellings. In the context of our study, the labels of in terest are the various matching

assignments and the Bayes decision rule tells us how to best assign the matches to minimize

the error due to misclassi®cation. Furthermore the framewo rk speci®es how to combine

probabilities and measurement distributions in a principl ed way.

Using this framework, we can determine the best set of matchi ng assignments given the

information provided by the available measurements by ®ndi ng the maximum a posteriori

(MAP) probability of the matching function given the measur ements. In other words, the

matching criterion is given by the a posterioriprobability of the match thus:

F ( f ) = P ( f j X ) ( 2: 1)

and we should attempt to maximize this quantity with respect to the matching function

f .

Two distinct sources of information are at our disposal when studying the matching

problem. Observational information is originally provide d by the sensor or sensors which

image the scene. From the symbolic perspective this data is then processed by a segmenta-

tion algorithm to extract individual scene objects and corr esponding attributes. Since these

attributes re¯ect measured data about the world, we expect a degree of variability or uncer-

tainty to be present. In order to capture this variability in the measurement information the

models are speci®ed in terms of the conditional probability densities p ( x

i

j f ( v

( 1)

i

) = v

( 2)

j

) .

The second source of information is present in the structure of the graphs under study.

The graph connections provide a source of contextual inform ation which can be exploited

to gauge the quality of match. These relationships constrain the matches, since we would

expect the relationships between objects to be the same in both data and model scene. This

expectation creates a limitation on the set of legitimate gr aph to graph matches. This is the

motivation behind subgraph isomorphism approaches (Balla rd and Brown, 1982). However
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since we wish to operate under conditions of noise, we must so ften these expectations and

use inexact constraints.

In the formulation of Equation 2.1 there is no clear r Ãole for either source of information;

the various sources of information are hidden within a singl e term. By applying Bayes

theorem to Equation 2.1 the individual ingredients become c learer

F ( f ) =

p ( X j f ) P ( f )

p ( X )

( 2: 2)

A clear dichotomy between the r Ãole of measurements and structure is now evident. Mea-

surement information is con®ned to the measurement density p ( X ) which is not dependent

on the match, and to a conditional probability density p ( X j f ) which models the probability

of the known measurements given a match f . Such models are not our primary concern

here and consequently we adopt a simple and widely held assum ption (Kittler and Hancock,

1989; Hancock and Kittler, 1990a) that measurements on nodes are conditionally indepen-

dent of each other. As a consequence we can factorise the joint conditional probability

thus

p ( X j f ) =

Y

v

i

2 V 1

p ( x

i

j f ( v

i

)) ( 2: 3)

vastly simplifying the calculation of the in¯uence of the me asurements.

We should also note at this point that the joint measurement d ensity p ( X ) does not

change during the matching process and for our purposes can safely be ignored.

The second element is then the joint prior P ( f ) . In contrast to the other term, this models

the structural aspects of the graphs under match. This knowl edge is captured in terms

of an a priori model of the allowable con®gurations of matching labels whi ch maps one

graph on to the other. The fundamental assumption here is tha t relational structure should

be preserved under the mapping in question. It is exactly how to formulate the input of

structural information into the matching process that we in tend to study in depth in this

thesis.
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2.4 Matching Complexity

To match two graphs the simplest approach we can take is to use a non-contextual method.

As we mentioned earlier, the joint prior P ( f ) models the r Ãole of contextual information

in the matching process. The non-contextual limit simply co rresponds to the case when

all matching con®gurations are equally likely and no contex tual information is present.

Under these circumstances P ( f ) simply has a uniform distribution. Combining Equations

2.2 and 2.3, our task is to maximize F

nc

=

Q

v

i

2 V 1
p ( x

i

j f ( v

i

)) . We also note that under our

assumptions the node measurements are independent of each other and we may individually

maximize each term to ®nd the globally optimum labelling. We therefore compare the unary

measurements on the nodes thus

f ( u

( 1)

i

) = arg max
v

( 2)

k

2 V 2

p ( x

i

j f ( u

( 1)

i

) = v

( 2)

k

) ( 2: 4)

Typically modelling of the p.d.f. is based on a monotonic dec reasing function of some

distance measure d ( x

( 1)

i

; x

( 2)

j

) between measurements on the two nodes. Example distri-

butions include p [ x

i

j f ( u

( 1)

i

) = v

( 2)

j

] = exp[ � d ( x

( 1)

i

; x

( 2)

j

)] or 1= [ 1 + d ( x

( 1)

i

; x

( 2)

j

)] . A variety

of distance measures are also used, including the Mahalanobis distance and the Euclidian

distance.

In more complex and realistic pattern recognition problems the unary measurements

X rarely provide suf®cient information to allow an accurate m atch. In this situation an

additional supply of information is needed to label each obj ect, and one source of this

information can be provided by the object's context within t he surrounding objects. The

relationship between objects within the graphs provide con straints which we can exploit to

enhance the quality of the match. These constraints must be satis®ed by a correct match.

With this knowledge, another approach suggests itself to us . We need only locate a

mapping in which the constraints are fully satis®ed. In our f ormulation of the problem this

involves a binary distribution for the con®guration probab ility. In other words P ( f ) = 1

if f represents a mapping in which all constraints are fully sati s®ed and P ( f ) = 0 in all

other situations. By rejecting any partial match which is in consistent, the space of mappings

which need to be explored remains small and the ideal match ca n be quickly located. This
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approach is at the heart of graph search algorithms (Flynn an d Jain, 1991; Jones and Wong,

) such as subgraph isomorphism and maximal clique ®nding (Me ssmer and Bunke, 1994;

Horaud and Skordas, 1989; Horaud et al., 1990; Barrow and Burstall, 1976; Herault et al.,

1990); structure which is inconsistent is immediately reje cted.

This model however fails to take account of one of the fundame ntal problems of image

processing - data extracted from images is invariably corru pt and uncertain. Because this

is the case, we must admit the possibility of both extraneous and missing objects, and

constraints which are also corrupt. As an immediate consequ ence we can no longer discard

inconsistent matches as incorrect since they could be the result of graph corruption. Indeed,

a fully consistent match in all likelihood no longer exists. Furthermore this hard probability

model provides a very coarse measure of the consistency of a match. If we were to use this

approach in an optimisation scheme, it would lead to problem s in determining the optimal

update direction necessary to move towards a more consistent match. In this situation the

matching algorithm will often become deadlocked in an incon sistent con®guration. Under

conditions of corruption the need is for a measure of consist ency which uses softer, inexact,

constraints and produces a ®ne measure of consistency.

A ®ner way of gauging consistency is to count consistent edges in the graph match.

However this has the disadvantage of weakening the constrai nts provided by graph struc-

ture and does not make full use of the available structural in formation. For example, a set of

consistent yet incorrectly ordered edges would give a high c onsistency measure. Another

related approach is that of Shapiro and Haralick (Shapiro an d Haralick, 1985) which counts

consistent cliques. While this uses more structural inform ation, the measure of consistency

is still coarse.

For our purposes the approaches presented in the literature are unsuitable; we require a

consistency measure which makes powerful use of structural information while providing

a ®ne measure of consistency. This structure de®nes the relationships between scene objects

and therefore controls the ¯ow of contextual information. T he symbolic approach has

been largely ignored in recent work, in favour of attribute b ased schemes which use more

measurement information and less structural constraints; it was felt that structural methods

were too ambiguous to allow the matching of scene graphs with out the need for considerable
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attribute information. Here we try to show that a ®ne measure of structural similarity

is suf®cient to allow matching, and therefore we anticipate a strong role for contextual

information and a correspondingly weak in¯uence from measu rement information. The

algorithms in the literature take the opposite view; Boyer a nd Kak (Boyer and Kak, 1988)

base their matching process on joint measurement informati on between pairs of objects in the

graph as do (Kittler et al., 1993) in their probabilistic rel axation scheme. Such probabilistic

relaxation techniques which are based on the quadratic supp ort function (Rosenfeld et al.,

1976) may also be seen as adopting an approximation of weak context (Kittler and Hancock,

1989) which is unsuitable when the context provides the majo r source of information.

2.5 A Structural Approach to Matching Graphs

In summary, a number of problems present themselves. Since the graphs may be corrupt,

we cannot eliminate any matching con®gurations as illegiti mate and we must potentially

explore them all. However the number of possible matching co mbinations is n ! = ( n � m ) !

where n is the number of nodes in the larger of the two graphs and m the smaller. This

number rapidly becomes unmanageable, growing exponential ly with n for large n , making

direct exploration impossible.

One approach to this problem is to break the large graph down i nto manageable sub-

units (Faugeras, 1981). These sub-graphs can be seen as representative of the graph as a

whole. These units can then be matched exactly by a full explo ration of the set of mappings

between them, provided they are small in size. We can then all ow these sub-units to interact

through the passing of contextual information between them . This allows the constraint

information to propagate across the graph. This is done by al lowing the units to overlap,

so that two adjacent units contain information about each ot her via the mutual graph nodes

they contain. By applying a suitable relaxation process, th e matches can be modi®ed until

they best ful®l the constraints applied to them. Because neighbouring cliques overlap, there

is effectively a chain of constraints across the entire graph and hence an in¯uence from all

matches on all others, provided we iterate the match update p rocedure a suf®cient number

of times.
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To begin the construction of a global consistency measure based on this principle, we

must select graph sub-units appropriate for the task. Units of arbitrary size may be used,

however the unit size plays a key role in determining the effe ctiveness the scheme.There

are two issues at work in selecting structures appropriate t o this task. One key element

is the relative size difference between the set of possible labelling combinations and the

set of allowable mappings of the nodes, i.e. the reduction of the search space achieved by

applying the topological constraints. As we discussed earl ier (section 2.4) the number of

possible matches between graphs isn ! = ( n � m ) ! if all matches between graphs are allowed.

Of course this equally well applies to the sub-graphs we are t rying to match here. However

if we use the sub-graph relational structure by only allowin g matches between units which

have the same topology, we can drastically reduce the space of legitimate mappings. It

is through this topological constraint that contextual inf ormation is introduced into the

matching scheme. The greater the reduction in the legitimat e space of mappings, the more

powerful the applied constraints are.

Of course the topological constraints discussed here are not completely valid under

conditions of graph corruption, and therefore an inexact me ans of gauging the quality of

match is required if we are to successfully apply them. By mod elling the noise processes

which corrupt the graph we can still apply the structural con straints in an error tolerant

form.

The more constraining the topological structure is, the mor e effective the scheme is in

discarding unacceptable labellings. In these terms small structural units perform badly and

the matching process is impoverished in terms of the context ual information upon which

it can draw in locating a consistent match. This limits the ef fectiveness of the relaxation

scheme, rendering it susceptible to noise or error. If, on th e other hand, the structural units

are too large, then the matching process becomes excessively cumbersome in terms of its

computational requirements; the limitation stems from the need to explore the space of

mappings between representational subunits.

As an example, consider the case of a pair of joined nodes and atriplet in an example

graph (Figure 2.1). There are 30 possible matches of the two nodes onto the graph when we

do not consider topological constraints, and 10 possible matches of the pair unit as a whole.
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Figure 2.1: Example mappings of different sized units

For the triplet, there are 120 possible matches of the nodes,but still only 12 matches for the

unit. While we must explore more combinations for the triple t, the constraining power of

the relation is greater as it reduces the number of possible mappings by a factor of 10 rather

than 3. When larger units are used, there is a greater reduction factor, but the actual number

of mappings still increases.

As a compromise between representational power and computa tional requirements we

propose the choice of sub-graphs which consist of a central node and all the adjacent nodes

connected to it by a graph edge. It is important to stress howe ver that the methodology

presented here is not limited to a particular sub-graph unit , but is applicable to any type of

structural unit. For convenience we will refer to these stru ctural units or N-ary relations as

cliques.

2.6 A Graph Matching Criterion

2.6.1 Structure preserving mappings

As mentioned above we have adopted the clique as our basic structural unit, which is

denoted by C . This consists of a central node and all those linked to it by a graph edge.

More formally, the clique of the node indexed j in the graph G 1 is given by the set of nodes

C

( 1)

j

= j [ f i j ( i; j ) 2 E 1g . For notational ease, we will denote this N-ary relation as

R

j

= ( u 1 ; u 2; : : : ; u

j C

( 1)

j

j

) ( 2: 5)
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where u 1 is the centre node of the clique. The matched realisation of this relation is

therefore given by

�

j

= ( f ( u 1 ) ; f ( u 2) ; : : : ; f ( u

j C

( 1)

j

j

)) ( 2: 6)

That is to say, �

j

is the set of nodes which the relation R

j

currently maps onto. The

mapped unit � gives us a set of nodes which we can compare with similar relat ional units

in graph G 2 to gauge the quality of the match. The structural unit C

( 1)

j

must match to a

similar unit C

( 2)

k

in graph G 2. It is through exploiting this knowledge that G 2 provides

constraints on the matching. Since we have no apriori knowle dge of the match, any of the

possible units generated from G 2 provide a feasible match for C

( 1)

j

. Furthermore we do not

know how the nodes from the relation R

j

map onto the nodes of any candidate clique from

G 2. We need to perform a full graph-to-graph matching between t hese sub-graph units by

exploring all possible mappings between them which preserv e the topological structure of

the relations. In practice, if the candidate clique from G 2 is C

( 2)

k

we permute the set of nodes

in C

( 2)

k

through all combinations which preserve the adjacency stru cture of the sub-graph

unit, to form a set of M potential mappings of C

( 2)

k

; Each potential mapping is denoted by

S

m

k

= ( v 1; v 2; : : : ; v

j C

( 2)

k

j

) ( 2: 7)

which henceforth will be referred to as a structure-preserv ing mapping (SPM). The

clique C

( 2)

k

generates M possible mappings onto which R

j

may legitimately map. The set

of structure preserving mappings at node k is therefore given by S

k

= f S

1
k

; S

2
k

; : : : ; S

M

k

g .

We can now construct a set P ( C

( 1)

j

) = f S

i

j8 i 2 V 2g containing all possible mappings of the

clique C

( 1)

j

. This is a union of all the possible mappings at each clique in G 2. The set of

mappings P contains all legitimate mappings of a clique onto graph G 2. As a consequence

the set of mappings P is identical for all cliques, i.e. P ( C

( 1)

j

) = P ( C

( 1)

i

) = P .

An example set of SPMs is shown in Figure 2.2. In this case the clique consists of a

central node and three neighbours. When matching a clique fr om G 1 onto a clique in G 2,

the centre nodes are clearly identi®able and must match to each other. This is not true of the

external nodes however, and for these any combinations of matches amongst themselves are
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A,B,C,D 1,2,3,4
1,2,4,3
1,3,2,4
1,3,4,2
1,4,2,3
1,4,3,2

Figure 2.2: Example clique mapping

A

B

D

C

1

2

3

A,B,C,D

d

1,2,3,d
1,2,d,3
1,3,2,d
1,3,d,2
1,d,2,3
1,d,3,2

Figure 2.3: Example clique mapping with dummy nodes

legitimate because the topology is preserved. We must therefore run through all possible

permutations of the external nodes.

When the cliques are of different sizes, the situation is mor e complicated (Figure 2.3).

We must hypothesize that an unknown number of nodes have been lost or added in one or

both of the cliques which disrupt the structure. A model must be adopted at this point to

account for this discrepancy; dummy nodes may be added to eit her clique to account for

the missing or extra nodes. These nodes are not added freely, in contrast to (Shapiro and

Haralick, 1985)) they are subject to a penalty which is discussed later. In theory since there

is no knowledge regarding the number of extra nodes present, we should run through all

possible numbers of added dummy nodes to either clique in ord er to calculate the matching

quality. In practice, however, the addition of dummy nodes c an be penalised in such a way

as to make the mappings with the minimum number of added nodes the dominant term in

the calculation of mapping probabilities. In other words, t he probability of extra dummy

nodes above the minimum to restore equal sizes to the cliques is considered to be negligible.

Correspondingly the smaller of the two cliques is padded out with dummy nodes until the

cardinalities are equal and the generation of SPMs continues as before (Figure 2.3).

It is also worth noting that if some property of the graph stru cture is invariant under
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A,B,C,D 1,2,3,4
1,3,4,2
1,4,2,3

Figure 2.4: Example clique mapping with cyclic order preser ved

the possible set of transformations between the two scenes,this information can be used to

reduce the size of legitimate SPMs. For example, if the scenes are known to be planar the

cyclic order of the external nodes is always preserved (Figu re 2.4) between different views

(for example in aerial images). In this case we need only explore mappings which also

preserve this order. Dummy nodes may still be inserted at any point within the cyclic order

of external nodes.

2.6.2 Consistency criterion

Our basic philosophy in constructing a consistency criteri on is to use the probability of a

labelling as a measure of the quality of match. This approach allows the construction of an

objective matching model. To achieve this aim we must constr uct a probabilistic model of

the processes at work in the matching problem.

To construct a consistency measure we begin by computing the probability of each clique

matching as speci®ed by the function f . In other words, we are interested in computing

the probability of the matched relation �

j

assigned to the clique C

( 1)

j

. As we noted in the

previous section, the topologically consistent mappings a vailable for gauging the quality

of match are represented by the set of relational mappings fr om C

( 1)

j

onto G 2, i.e. P . As

demanded by the Bayes rule, we compute the probability of the required clique matching

by expanding over the basis con®gurations belonging to P

P ( �

j

) =

X

S

k

i

2P

P ( �

j

j S

k

i

) :P ( S

k

i

) ( 2: 8)

The models we require are represented in terms of the conditi onal matching probabilities

P ( �

j

j S

k

i

) and of the joint priors P ( S

k

i

) for the consistent relations in the set of legitimate
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mappings. After Hancock and Kittler (Hancock and Kittler, 1 990a) we assume that matching

errors exist in the current match f , and that the matching errors on adjacent nodes in the

same clique are memoryless. Furthermore we assume that sucherrors occur with uniform

probability distribution. In direct consequence of our ass umptions, we may factorise the

required probability distribution over the constituents o f the relational mapping under

consideration. As a result the conditional probabilities m ay be expressed in terms of a

product over label similarity probabilities

P ( �

j

j S

k

i

) =

j S

k

i

j

Y

k = 1

P ( f ( u

k

) j v

k

) ( 2: 9)

Our next step is to propose a model of the processes which give rise to erroneous

matches. As mentioned above we have assumed that label errors occur with a memory-

less uniform probability. If this probability is P

e

, then if we have selected the matching

SPM S

k

i

, the probability that two selected labels will disagree is P

e

. Comparison between

relations of different sizes is performed by padding the sma ller relation with a number of

nodes S ( �

j

; S

k

i

) = jj �

j

j � j S

k

i

jj which belong to a no-match category as described in section

2.6.1. These missing nodes, denoted d, correspond to graph corruption and are assigned a

probability P ( f ( u

k

) j d ) = P ( d j v

k

) = P

s

equal to the probability of node loss through corrup-

tion. The confusion probabilities appearing under the prod uct of equation 2.9 are therefore

assigned according to the following distribution rule
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Combining this distribution with equation 2.9, we obtain an expression for the condi-

tional probability:
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where C is the size of the larger of the two cliques. As a natural consequence of this

distribution rule the joint conditional probability is a fu nction of two physically meaningful
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variables. The Hamming distance H ( �

j

; S

k

i

) between the assigned matching and the fea-

sible relational mapping S

k

i

counts the number of con¯icts between the current matching

assignment �

j

residing on the clique C

( 1)

j

and those assignments demanded by the relational

mapping S

k

i

. The size difference S ( �

j

; S

k

i

) counts the number of missing corrupted nodes

hypothesised by the mapping. With these ingredients, the re sulting expression for the joint

conditional probability acquires an exponential characte r
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where K

C

j

= [( 1 � P

e

)( 1 � P

s

)]

j C

j

j . The exponential constants appearing in the above

expression are related to the matching-error probability a nd the corruption probability, i.e.

k

s

= ln
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)

P
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i

, and k

e

= ln
h

( 1� P

e

)

P

e

i

. The expression may be regarded as providing

a natural way of softening the hard relational constraints o perating in the model graph.

Having developed an exponential expression for the joint co nditional matching probabilities,

it only remains to specify the distribution of the prior prob abilities for consistent relations

in the dictionary. Here we adopt a uniform distribution of th e available unit probability

mass over the set of possibilities P , i.e. P ( S

i

2 P ) =

1
jP j

. The ®nal expression for the clique

matching probability is therefore (from Eqn. 2.8)
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Before proceeding, it is important to comment on the structu re of the above expression.

The most striking and critical feature is that the consisten cy of match is gauged by a series

of exponentials that are compounded over the dictionary of c onsistently mapped relations.

It is this feature that distinguishes it from alternatives r eported in the literature (Boyer

and Kak, 1988; Herault et al., 1990; Kittler et al., 1993; Li,1992). Each relational mapping

contributes a single exponential to the probability of matc h. It is this feature that allows

our method to operate in a robust manner when the space of rela tional mappings is large.

As we will demonstrate in Chapter 6 compound exponentials of the type de®ned above

offer tangible bene®ts over linear or quadratic measures in terms of the number of relational

mappings accommodated and the label-error probability of t he resulting match (Hancock

and Kittler, 1993). Moreover, the importance of the differe nt relational constraints is naturally
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graded by Hamming distance; relational mappings of large Ha mming distance contribute

insigni®cantly while those of small Hamming distance domin ate. By gradually reducing

P

e

, the exponentials appearing in equation 2.13 approach their delta-function limits. This

effectively corresponds to subjecting the softened relati onal constraints operating in the

matching problem to a graded hardening. In the limit of vanis hingly small error probability

the matching probabilities become binary in nature; their r ole is to effectively count the

number of consistently matched relational units. Under the se conditions our matching

criterion becomes similar in function to the relational dis tance measure of Shapiro and

Haralick (Shapiro and Haralick, 1985). However it is worth n oting that in this limit, partially

matched relational units do not contribute to the consisten cy of a match. This is clearly

undesirable when the match is poor and few or no fully consist ent relations exist. The

softening of relational constraints implied in Equation 2. 13 alleviates these problems.

We have adopted a very simple distribution rule to specify th e label confusion proba-

bilities (Equation 2.10) based purely on a symbolic representation. A number of authors

(Boyer and Kak, 1988; Kittler et al., 1993) suggest the use ofbinary attribute relations to

characterize the similarity between label pairs as opposed to Hamming distance. Here we

aim to show that the symbolic approach is indeed suf®cient to successfully match complex

graphs and that it provides advantages in terms of ease of control and a reduction in the

number of matching parameters. However our clique matching probability is similar to that

of Boyer and Kak (Boyer and Kak, 1988) if we adopt a label simil arity based on Gaussian

measurement distributions and we assume that the exponenti als appearing in Equation 2.13

can be approximated by linear terms (i.e. that the measurement deviations are small).

2.6.3 De®ning a Global Criterion

Using our model of the clique matching probabilities, We can de®ne a global criterion of

match between any two graphs. There are a number of possible alternatives; we could for

example use the joint probability of the clique mappings ove r the graph. Another alternative

is a entropy function of the mapping probabilities (Wong and You, 1985; Boyer and Kak,

1988). The philosophy behind decomposition of the graph int o manageable sub-unit is that

each sub-unit is representative of the graph as a whole. In effect the cliques are samples of
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the complete graph. Following this line of reasoning, the pr obability of a graph match is

best given by the mean probability of the sub-unit matches. T his is an approach which is

widely employed in relaxation schemes (Hancock and Kittler , 1990a). Our functional based

on the match f is given by

P ( f ) =

1
j V 1j

X

C

( 1)

j

� V 1
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j

) ( 2: 14)

Accordingly, the MAP criterion we should attempt to maximiz e is
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We evaluate other forms in the experimental study presented later in Chapter 6.

2.6.4 Applications of the Matching Criterion

The clique matching probabilities and corresponding crite rion are in¯uenced by a number

of factors, most obviously the current match f and the label error probability P

e

. Also of

interest are the clique and SPMs. These are dependent on the structure of the graph. These

elements can be employed to achieve a number of different opt imisation goals.

The simplest use of the criterion in the arena of matching inv olves the improvement

of the matching function f . This application is discussed in Chapter 3. Theoretical issues

pertaining to this are discussed in Chapter 5. The criterion may also be used to control the

structure of the graph by assessing the impact of changes in the clique and SPMs. This is

applied as a method for controlling clutter in the graph in Ch apter 4.

2.7 Summary

In this chapter we have developed a method of decomposing a gr aph into small sub-units

and calculating the topologically legitimate set of mappin gs between these units. With

these mappings to hand, probability distributions can be de ®ned for the different possible

matching con®guration and the probability for a particular match of a unit can be calculated.

Treating these sub-units as samples of the graph as a whole, the global matching prob-

ability is de®ned as the average clique match probability. T he MAP estimate of the match

probability can then be exploited to achieve a number of grap h-matching tasks.
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Chapter 3

Discrete Relaxation

3.1 Introduction

In the previous chapter we developed a criterion based on the consideration of structural

constraints from the graphs. The criterion is based on proba bility distributions and is

de®ned over a set of entities. The criterion is de®ned in terms of a mapping function f

which represents the current match between graphs in terms o f a many-to-one mapping

from G 1 to G 2. The next step in solving the matching problem is then to loca te the maximum

of the criterion corresponding to the most probable match be tween the graphs. Discrete

optimisation is not a mature ®eld and research is still being conducted into new algorithms

(Milun and Sher, 1993) which include simulated annealing an d genetic search. Here we will

brie¯y discuss the problems of optimising a discrete functi on and some of the techniques

available to perform the task.

3.1.1 Updating the Discrete Criterion

The main hindrance to the accurate and ef®cient discrete optimisation of a matching criterion

is the function itself. There are two problems which present themselves; these are local

maxima in the function and deadlocked updating. The aim of th e optimisation phase is

to locate the global maximum (which is the largest local maxi ma) of the criterion, which

corresponds to the optimal solution of the matching problem . If there are local maxima

present which are smaller than the global maximum this provi des a severe test for the
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optimisation procedure. Methods which rely on local gradie nt information will fail in this

case precisely because they use local information - there isno information about the large-

scale structure of the function (Geman and Geman, 1984). Update methods which wish to

overcome the problems of local minima must make use of some gl obal knowledge of the

matching criterion. The second problem, that of deadlocked updated is caused by a ¯at

criterion around the current matching con®guration. In oth er words if the function makes

use of a coarse measure of consistency, all matching con®gurations close to the current

match could potentially have the same consistency value. In this case the problem is with

determining the necessary update to move towards the soluti on. These dif®culties can be

overcome either with a global view of the criterion or with a ® ner measure of consistency

3.1.2 Discrete Optimisation

There are a number of techniques discussed in the literature for optimising a discrete func-

tion. The basic approach is the parallel method to gradient a scent(GA) in the optimisation

of continuous functions (Hancock and Kittler, 1990a). In th is approach we simply choose

the label update which results in the maximum increase in the criterion. It is the local nature

of the function which determines the direction of label upda te and the method is susceptible

to sub-optimal local maxima. However it is straightforward and ef®cient if there is only one

maximum to ®nd.

Simulated annealing(SA) (Geman and Geman, 1984; Herault et al., 1990) is a far more

sophisticated technique, and it is discussed in detail both in Chapter 1 and in section 5.3

in Chapter 5. In essence, the method is able to escape from local minimum traps by

allowing updates which both increase and decrease the value of the function. Updates

which improve the consistency of the match are always allowe d, whereas consistency-

decreasing updates are carefully controlled by allowing th em with a probability dependent

on the change in consistency and the `temperature' of the system. As the temperature is

decreased, consistency-decreasing jumps become more and more unlikely, resulting in an

update procedure more and more like the traditional gradien t ascent approach. It is this

temperature which effectively provides the global informa tion about the state of the labelling

(the temperature decreases as the labelling approaches theoptimal point) and smoothes out
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the sub-optimal local maxima. While this approach provides a technique for escaping local

maxima, it is extremely inef®cient and converges only slowl y.

Genetic search (Fogel, 1994) employs the processes of mutation and selection to generate

a population of new solutions to the optimisation problem wh ich are superior in terms of a

®tness measure to the initial solution. The mutation process is a random update procedure

which is reminiscent of the Metropolis algorithm. Because t he randomness of updates, the

method is generally very slow to converge but is potentially able to escape from local maxima

by virtue of generating consistency-decreasing con®gurations as part of the population of

solutions.

These sophisticated update schemes are necessary when there are problems with local

optima and a coarseness in the criterion. However we have dev eloped a ®ne measure

of relational consistency which involves a parameter P

e

which has meaning in terms of

the current match. This parameter naturally smoothes out lo cal minima of the criterion.

Consequently we have adopted gradient ascent as our optimis ation method. In this Chapter

we demonstrate that the structurally based criterion funct ion de®ned in the previous chapter

when coupled with a simple GA optimisation scheme is able to e ffectively match graphs

under a variety of testing conditions.

3.2 Relaxation

With the average consistency criterion to hand we can iterat ively update the mapping

function f : V 1 ! V 2 on a node-by-node basis to locate an optimal match. The updating

process is therefore effected by replacing one of the node mappings belonging to f by

the match that results in the greatest improvement in the val ue of the MAP estimate of

the labelling. This optimisation strategy has the dual adva ntages of accommodating the

persistence of observational information and being realis able by simple gradient ascent.

The aim of this decision scheme is to locate the matching con®guration that has maximum

a posterioriprobability (MAP) with respect to the available observatio ns. The result used

here is derived by Hancock and Kittler in (Hancock and Kittle r, 1990a). According to

our philosophy, structural information is modelled by the j oint prior P ( f ) . Observational
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evidence for matching af®nity between data node u

( 1)

2 V 1 and model node v

( 2)

2 V 2

is captured by the single probability of the relevant unary m easurement information, i.e.

P ( f ( u

k

) j x

k

) . The initial con®guration of the relaxation scheme is seeded on the basis

of the maximum value of P ( f ( u

k

) j x

k

) . Updated matches are selected to optimise the

following quantity which is proportional to the a posterioriprobability of the global matching

con®guration (see Chapter 2, section 2.6.3).

F

d

( f ) =

n

Y

v

i

2 V 1

p ( x

i

j f ( v

i

))

o

�

1
j V 1j

X

C

( 1)

j

� V 1

P ( �

j

) ( 3: 1)

Consider the updating of the label on node u

( 1) . The appropriate GA update rule for this

node is
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Since only the label on this node changes and the unary measurements are independent,

we need only consider the change in conditional measurement probabilities at the node u

itself; i.e.
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We now turn our attention to the joint prior P ( f ) . We do not need to evaluate the entire

probability, rather we can con®ne our attention to the porti on of the function that is modi®ed

by a change in the match of node u

( 1) . Reference to equation 2.14 shows that we consider

the contribution of only the cliques which contain u

( 1) . The ®nal update rule is then given

by

f ( u ) = arg max
v ( 2) 2 V 2

n
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In deciding on the label on u

( 1) structural information is drawn from all the cliques

surrounding u , which exploits labelling information from up to two graph e dges away from

the original node.

In the deterministic sequential implementation of the sche me each node is visited for

update once per iteration and all possible matching nodes ar e tried at that location. A

number of iterations are required to spread context across t he graph.
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Linear Exponential Decay

Figure 3.1: Plots of reduction schemes for the label-error probability

3.3 Parameter Control

By adopting a symbolic paradigm in the matching process, we h ave arrived at a scheme

which is economical in terms of the parameters required. Inf act, once the unary measure-

ments have been incorporated into initial matching probabi lities, the relaxation scheme

has just two parameters, both of which represent physically meaningful quantities. The

probability of relational corruption P

s

is equal to the probability of nodes being lost or

spurious nodes being introduced into the cliques and theref ore is related to the amount of

graph corruption. This quantity re¯ects a property of the gr aphs themselves and remains

static throughout the relaxation process. The label error p robability P

e

on the other hand

is effectively a control parameter of the relaxation scheme analogous to the temperature

of an annealing scheme, but with an interpretation in terms o f the quality of the labelling.

This parameter should re¯ect the prevailing level of labell ing errors currently in the match

(Hancock and Kittler, 1990a). Since the relaxation scheme should iteratively improve the

labelling, one strategy is to set it to a initial high value to re¯ect a poor labelling, and reduce

it according to a deterministic schedule to some small termi nal value. This corresponds to a

graded hardening of initially soft constraints which has th e effect of driving out label errors.

Since the labelling ®delity improves with time, the need for a scheme which reduces the

value of P

e

with each iteration is anticipated. A number of schedules fo r the reduction of P

e
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have been experimentally tested (Plots of the schemes understudy are shown in Figure 3.1;

they show the value of P

e

as a function of iteration number). The ®rst scheme represents a

linear reduction in the label error probability with each it eration to a terminal value of zero.

In this scheme we anticipate a constant rate of labelling imp rovement with iteration down

to zero ®nal matching errors. The second scheme is an exponential decay of the probability

given by the equation P

e

= P

( 0)

e

exp[ � k i ] where i is the iteration number and k is some

empirically chosen decay constant. This scheme is more realistic in terms of the rate of

matching improvement. It represents a rapid early increase in matching ®delity which tails

off towards zero matching errors, ending at a small terminal value. Finally we have also

tested a non-reduction scheme in which P

e

is held static throughout the matching process

at the same terminal value as that of the exponential reducti on scheme. This experiment

is performed in order to test the validity of our assumption t hat reduction is required to

drive out label errors. In order to test the effectiveness of these different schemes, matching

has been attempted on the different sets of data described in Appendix A. Details of

how the matching experiments are performed and the datasets are explained later in this

chapter. Here the synthetic data under match contains 60 nodes and has been subject to 50%

corruption. Figure 3.2 shows the relative performance of th e three schemes in terms of the

fraction of correct nodes (the number of correct matches div ided by the maximum possible

correct matches).

This analysis shows some interesting results. Firstly the exponential scheme is the best

in terms of its labelling performance. However there is very little difference between the

exponential and the constant schemes. This suggests that the reduction itself is not a key

element in the control of P

e

, although the reduction scheme is slightly superior to usin g

a constant value of P

e

. Further investigation shows that the constant P

e

scheme does not

perform well when a continuously high value of P

e

is used. In comparison the linear

scheme performs poorly. This is attributable to the fact tha t this scheme terminates on

P

e

= 0; when the data is corrupt the state of zero matching errors i s not achievable and

theoretical investigation (Hancock and Kittler, 1993) has shown the reduction of P

e

to zero

to be undesirable. Infact investigation shows that the line ar scheme performs similarly to

it's exponential counterpart until the ®nal iteration with P

e

= 0.
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Figure 3.2: Performance of different label-error probabil ity reduction schemes

In conclusion, the key elements to the control of the label er ror probability are that the

schedule terminates on a small but non-zero value. Schedules in which P

e

is reduced or

remains static give very similar performances, although th e results show a marginal advan-

tage to the reduction schemes over the static scheme. We havechosen to use the exponential

reduction schedule for the dual reasons that the scheme gives the best performance and

we anticipate a faster improvement in labelling in the early iterations when there is more

potential for labelling improvement.

The other aspect of the reduction schedule concerns the initial value of the label-error

probability, P

( 0)

e

. This should re¯ect the number of initial errors in the label ling, but study of

the expression for the constant of the exponential, i.e. k

e

= ln ( 1� P

e

)

P

e

, forces the condition that

P

e

< 0: 5 for k

e

to be a positive constant. Above this value, an increasein the number of label

errors results in an increase in the function F

d

. As a result, with P

e

> 0: 5 the discrete update

procedure produces the maximum number of incorrect labels. We must con®ne ourselves

to the regime P

e

< 0: 5 and in practice we cannot set P

e

according to the demands of the

data. The danger of this is that the criterion will be insuf®c iently smoothed by an arti®cially
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Figure 3.3: Performance for different initial label-error probabilities

low error probability. To investigate this factor we again p erform a number of matching

experiments, this time over a range of initial values for P

e

. Figure 3.3 demonstrates how the

matching performance varies with P

( 0)

e

for the exponential scheme.

Study of Figure 3.3 suggests some instability in the ®nal labelling for both the SAR and

aerial infra-red data-sets, but it should be noted that this variation corresponds to a change

of one correct/incorrect match and is due to the sequential n ature of the update process in

our implementation. Apart from this there is very little var iation over the whole range of

values for P

( 0)

e

. However the quality of match falls off rapidly if P

( 0)

e

is set initially to zero.

This clearly emphasises the need to soften constraints.

This empirical approach, while experimentally based, is ef fectively a non-rigourous

solution to the problem of algorithm control. Another appro ach is to attempt to extract the

optimal value of the label error probability using the infor mation provided by the topology

of the graph. More details of this approach are provided in Ch apter 5.
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3.4 Experimental Investigations

In this section we are interested in testing the effectiveness of our discrete relaxation scheme

for matching graphs relevant to computer vision problems.

Two critical elements which affect the performance of all op timisational graph matching

algorithms are the level of graph corruption and poor initia l matching conditions. These

elements re¯ect the varying quality of data from a scene; unc ertainty in the scene can lead to

poor measurement information, missing objects and an inabi lity to reliably extract a stable

relational representation. With the experiments in this se ction we intend to make a detailed

study of performance under varying conditions of scene corr uption and initial labelling

quality.

Also of interest with regard to our iterative discrete relax ation algorithm are studies of

both the rate of convergence and performance under scene occlusion. As far as the rate

of convergence is concerned, this is critical in determinin g the feasibility of the proposed

scheme. Because of the use of large contextual units in the algorithm we anticipate a

relatively fast rate of convergence.

Occlusion effects are of interest because of their fundamental importance to the inter-

pretation of three-dimensional scenes from images, where occlusion is a signi®cant effect in

the variation of relational graphs between different viewp oints. We anticipate considerable

success in this area because the graph is represented in terms of small sub-units, and there-

fore we would expect the matching to be invariant to occlusio n effects provided suf®cient

structural units remain to provide the required context.

In summary we will investigate the following factors affect ing graph matching feasibility

in the context of the discrete relaxation matching method ov er a number of data-sets:

� Random corruption of graph nodes

� Varying quality of measurement information (initial match quality)

� Corruption by occluding portions of the graph

� Rate of convergence
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3.4.1 Investigating Scene Corruption

The greatest potential problem facing any matching scheme i s corruption of the data under

match. Data obtained from a scene is invariably corrupt due t o noise and segmentation

error. Such uncertainty hinders the matching process and ev entually renders it inoperable.

In the context of the data we present here, all the scenes under match are corrupt. In

the case of the real-world data the level of uncertainty is no t under our control; rather it is a

function of the natures of the scenes themselves. For this reason and in order to explore the

entire range of data corruption, the bulk of the results are b ased on synthetically generated

data in which the level of error is under experimental contro l.

3.4.2 Investigating the Effect of the Initial Match

The seeding of the initial match is clearly important to the r elaxation scheme as it forms the

starting point for subsequent label updates. The labelling is based on a set of unary mea-

surements on the objects under match. It is the effect of the quality of these measurements

which is under study here. Poor measurement information lea ds to initialisation errors from

which the relaxation scheme must recover. Variation in the q uality of the initial labelling

is easily effected in the synthetic data by perturbing the me asurement information. The

image-based data has a natural degree of variability in the m easurements.

3.4.3 Investigating the Effect of Occlusion

Occlusion is generally a feature of the study of 3D scenes but although none of the data

here is within this domain, the matching method here is equal ly applicable to such scenes.

For this reason, occlusion is simulated by progressively ma sking out portions of the image

under match.

3.4.4 Investigating the Rate of Convergence

Relaxation schemes vary greatly in the number of iterations required to reach a consistent

match. At one end of the scale the stochastic relaxation of Geman and Geman (Geman

and Geman, 1984) requires many thousands of iterations. Schemes based on the original
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Rosenfeld, Hummel and Zucker probabilistic relaxation sch eme (Rosenfeld et al., 1976)

rely on spreading weak context across the scene and typically require tens to hundreds of

iterations (Price, 1985). Here we investigate the quality of the ®nal match with regard to the

number of iterations used.

3.4.5 Experimental Data Types

This subsection describes the various data-sets used in theexperimental evaluation of the

discrete relaxation technique. For a more detailed discussion of the extraction from images

and the formation of graph-structures, the reader should re fer to Appendix A.

Road Networks

According to our graph-based abstraction of the matching pr ocess the nodes represent line-

endings or T-junctions while the arcs signify the existence of a connecting road structure.

This data set represents fairly straightforward condition s of low levels of corruption of about

30% of nodes, with relational units of orders 4 at T-junction s and 2 at line-endings. Our

matching of the two scenes is based on ®nding correspondences between the T-junctions

and line-endings which delineate the road network. At this p oint it is worth mentioning that

segmentation error will have different effects on the two no de-types. Pairs of line-endings

are created by line fragmentation, line-ending triples res ult from junction occlusion and

single line-endings are produced by poor junction reconstr uction. Spurious T-junctions are

less likely since they are produced only as a result of over en thusiastic gap ®lling. As a

result the number of spurious line-endings is much greater t han the number of spurious

T-Junctions. For this reason we can anticipate very different qualities of matching in the two

cases, and hence we will differentiate between them in presenting our experimental results.

The initial matches have been seeded using the probability m odel described in Appendix

A which attempts to capture some of the systematics of the lin e segmentation process. The

initial matches are determined using the angle and length in formation of the roads which

form a junction.

Three separate data sets are available; they comprise of theroad network viewed from

different altitudes together with a digital map of the road n etwork. The original images are
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Figure 3.4: Graph structures generated by SAR data and map

presented in Appendix A and the graphs under match are topolo gically equivalent to the

road networks themselves. The map provides uncorrupted gro und-truth information.

SAR Matching

Again Appendix A describes the extraction of suitable graph structures for matching. Figure

3.4 shows example graph structures generated by the Voronoi tesselations for the map model

and SAR data respectively. There are several features of these graphs that merit special

mention. In the ®rst instance, there is considerable variation in the sizes of the clique for the

different nodes. The smallest contains only 4 nodes while th e largest contains 10 nodes; this

means that the order of the largest symbolic relation exploi ted in the optimisation phase of

the discrete relaxation is 10. It is also clear that the data graph suffers from both relational

drop-out and relational contamination; there are both spur ious and missing arcs. In the

region covered by the model graph there is a rate of node corru ption of some 43%. There

are signi®cant topological differences between the two graphs to be matched.

The initial matches between the linear segments extracted from the SAR data and their

map representation are established on the basis of the angular af®nity as explained in Ap-

pendix A. While there may be a considerable quantity of infor mation remaining untapped

by this model, accuracy at this stage is not our primary conce rn. We wish to demonstrate

that the relaxation scheme can recover from poor initial con ®gurations.

The experimental matching study is based on 95 linear segments in the SAR data and

34 segments contained in the map. However only 23 of the SAR segments have feasible
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Figure 3.5: Distribution of relational cardinality in a Del aunay graph

matches within the map representation.

Synthetic Data

Because of the limited quantities of available data, while t he experiments above provide a

challenging real-world application, they do not represent an ideal vehicle for demonstrating

the performance characteristics of this method. It is impor tant to provide a study of the

performance of the matching algorithm under controlled and varying levels of corruption

and measurement uncertainty. We wish to explore the domain o ver which the scheme is

effectively operable, both in terms of corruption of the gra ph topology and poor initialisation.

In order to embark on this study, graphs have been generated consisting of a number

of lines with random positions and orientations. The patter ns have been given a relational

abstraction by seeding a Voronoi tessellation from the line centre-points and computing the
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associated Delaunay graph. The nodes of the graph are therefore the random points, while

the arcs indicate that the associated Voronoi regions are adjacent to one-another. Figure 3.5

shows a histogram of the number of Delaunay neighbours for ea ch dot in the graph; it is

these neighbourhoods that form the relational units or cliq ues in our matching experiments.

The mode of the histogram occurs at 6 Delaunay neighbours, however, there are clearly a

number of relations of cardinality as high as 9 and 10. By rand omly adding and subtracting

lines from the patterns we can simulate the effects of noise, clutter, segmental dropout in the

matching process. In addition by adding Gaussian noise to th e line angles, we can simulate

poor initial measurements which allow us to control the qual ity of the initial labelling.

3.5 Performance and Sensitivity Analysis

In the following results, the matching scheme is evaluated a ccording to a simple performance

measure:

F

c

=

N

c

N

where N

c

is the number of correct matches which are found and N is the possible number

of correct matches available.

As an example, if the data is 50% corrupt, only half of the node s have feasible matches. If

all 50% of these were correctly matched by the algorithm, the performance measure F

c

= 1: 0.

On the other hand if 25% of all the nodes were correctly matche d then F

c

= 0: 5. Matching

performance is therefore measured over the interval [ 0; 1] .

3.5.1 Scene Corruption

As mentioned earlier, our main experimental vehicle here is the synthetically generated

data. We are interested in studying the effect of different l evels of scene corruption on the

matching process. To commence, Figure 3.6 shows the effect of corrupting nodes on the

relations used in the matching process.

The deletion of one node affects the composition and structu re of a number of adjoining

cliques, amplifying the effect of corruption in the Delauna y relations. For example when
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Figure 3.6: Effect of node corruption on relations in a Delau nay graph

30% of the nodes are corrupt, 50% of the average Delaunay relation is altered.

Figure 3.7 shows the fraction of correctly matched nodes as a function of the level of

random graph corruption as measured by the fraction of corru pted graph nodes, for the

case of synthetic data. The dotted line gives an indication o f the initial matching conditions,

i.e. the measurement information was suf®cient to allow the initial correct matching of

approximately 50% of the matchable nodes. Once the level of graph corruption reaches 60%

there is little or no improvement to be gained from the applic ation of the relaxation scheme.

Provided that the level of graph corruption does not exceed 1 0% of the nodes, then an almost

perfect match is recoverable. The performance rapidly drop s off above 50% corruption.

Also marked on the graph are two points corresponding to the r oad network and SAR

data sets. The corruption levels of these data sets are calculated from ground-truth matches

by looking at the number of unmatchable elements within the p ortion of the data graph

covered by the model graph. External clutter in the portion o f the scene not included in

the model graph is ignored for the purposes of this calculati on; the signi®cant factor is the

level of relational corruption among the elements to be matc hed. The numbers of these

unmatchable entities gives a rough indication of the level o f scene corruption. It should be
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Figure 3.7: Matching under graph corruption using discrete relaxation

stressed however that it is not feasible to compile error-ba rs for these points.

The road network data has a corruption level of 28% with 49 T-j unctions and 6 line-

endings initially correctly matched. After application of the discrete relaxation scheme the

results improve dramatically. Of the T-junctions 82 of 97 po ssible correct matches are found.

For the ®nal line-ending interpretation, 33 of a possible 45 match correctly. The match is

shown graphically in Figure 3.8, the top picture correspond ing to the initial matches and

the bottom displaying the ®nal matches after relaxation.

The SAR data has a higher level of corruption at 44%. Initiall y there are 11 correct

matches. After application of the method increases the numb er of correct matches to 20 of

a possible 23 matches. The number of matching errors is still substantial but these mainly

represent unmatchable scene clutter. A number of techniques for removing these spurious

clutter segments are developed in Chapter 4. Figure 3.9 shows pictorially these correct

matches; the incorrect matches have been removed for display purposes.
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Figure 3.8: Matching of Road Networks: Initial(top) and ®na l(bottom) matches

Figure 3.9: Matching of SAR line segments (incorrect matches removed)
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Figure 3.10: An example occluded scene

3.5.2 Occlusion

The results presented here are designed to show the effect ofoccluding portions of the data

graph. The study here is based on 100 synthetic nodes which are then occluded using a

circular mask across the image. An example subject of occlusion is shown in Figure 3.10.

Initially approximately 50% of the nodes correctly match. F igure 3.11 shows the result of

relaxation on data with varying levels of occlusion.

This ®gure demonstrates that there is little effect for leve ls of occlusion up to 80%. Sub-

graph matching proceeds as effectively as the full match. Th is is an exciting feature of the

graph decomposition approach; the results here suggest that it is feasible to match scenes

with up to 80% of the structure occluded by a foreground objec t. Above this level the

matching algorithm rapidly becomes completely ineffectiv e.

3.5.3 Initial match

Figure 3.12 shows the labelling improvement over a number of iterations for an initially

poorly labelled synthetic matching problem. In the problem s under study here the graphs

under match are of identical topology and only the initial ma tch is corrupt. This ®gure

clearly shows the ability of the scheme to recover from a very poor labelling state. Figure

3.13 expands on this observation by analysing the quality of the ®nal match over a range

of initial labellings. This ®gure illustrates that provide d there are no other sources of error
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Figure 3.11: Matching under occlusion using discrete relax ation

present, then a fully consistent global match can be recovered if as few as 10% of the initial

matches are correct, and even when only one match is initiall y correct, as much as 80% of

the correct match is recovered.

3.5.4 Rate of Convergence

Here we wish to investigate the minimum number of iterations required for our discrete

relaxation scheme to converge to a stable and accurate match. In order to do this the

algorithm has been run with varying numbers of iterations, w hile the reduction scheme for

P

e

is modi®ed each time. This modi®cation is such that it allows the initial and terminal

values of P

e

to remain the same while the number of iterations determines the number of

points sampled in between. For example, if three iterations are used, both the predetermined

initial and ®nal values are used as well as one point sampled i n between. The reduction

proceeds according to the exponential decay law in section 3.3. Figure 3.14 shows the effect

of varying numbers of iterations on the matching performanc e.

It is clear that there is some variation in the number of itera tions to convergence between

the different datasets. For the SAR data, three iterations are suf®cient to locate the optimal
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Figure 3.12: An example of the iterative improvement of labe lling

Figure 3.13: Matching under varying initial match corrupti on using discrete relaxation

54



0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

0 2 4 6 8 10 12 14 16 18 20

F
in

al
 C

or
re

ct
 F

ra
ct

io
n

Number of iterations

Roads
SAR

Synthetic 25% C
Synthetic 50% C
Synthetic 75% C

Figure 3.14: The effect of varying the number of iterations

match, whereas the road network data requires 17 iterations to ®nd the best match. This

seems to be attributable to the much larger number of matchab le nodes the road data; more

iterations are required to spread the required contextual i nformation across the network

before optimal performance is achieved. However by far the m ajority of the labelling

improvement occurs in the ®rst 7 iterations.

3.5.5 Comparison of MAP and Con®gurational Relaxation

In our MAP matching philosophy, measurement information pe rsists throughout the match-

ing phase in the form of conditional measurement densities. Much recent interest in the

®eld has been focussed on techniques which bring in measurement information at all stages

of the matching process. It is interesting to speculate how g reat a rÃole the measurement

densities play in our algorithm, and to what extend symbols a lone can be made to enforce

a consistent match. To this end we have studied the comparative performance of the MAP

scheme and a con®gurational relaxation scheme which optimises the joint probability P ( f )

only (Figure 3.15; points labelled `MAP' and `Con®g.' respectively ). In this case the function

we are interested in is given by
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Figure 3.15: Comparison between MAP and Con®gurational rel axation

F ( f ) =

1
j V 1j

X

C

( 1)

j

� V 1

P ( �

j

) ( 3: 5)

The study is performed with synthetic data over a range of lev els of corruption ( see

Section 3.5.1 ).

Examination of the performance of the con®gurational relax ation scheme reveals that

the matching is completely ineffective at all levels of corr uption. The conclusion is that

it is a combination of the constraints on the match provided b y the unary measurement

information and the structural information that allows eff ective matching to take place,

since neither alone are able to locate the correct match.

One possible explanation of the poor performance of the con®gurational scheme is that

the correct matches are swamped by relational noise from background con®gurations (In

Hop®eld associative memories it is this effect which limits the storage capacity). One way

to investigate this effect is to use the unary measurement in formation to disallow node

matches with very low initial probabilities. By applying th is rule we can drastically reduce

the space of mappings which need to be explored. A con®gurati onal scheme with a pruned

con®guration space is also displayed on Figure 3.15 (the "Con®g(cut)" plot). Here a match
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f ( u ) = v has been disallowed if P ( f ( u ) = v j x ) < 0: 01. From the ®gure it can be seen that

this con®gurational scheme performs identically to the MAP scheme within the limitation

of experimental errors. This provides some con®rmation tha t it is the size of the space of

legitimate mappings which limits the performance of a struc tural approach.

3.6 Conclusions

These simulation experiments demonstrate the effectiveness of the described relaxation

scheme under conditions of poor initialisation which is the assumption under which our

criterion was developed. Figure 3.13 indicated that a perfe ct labelling can be recovered

when only 10% of the nodes are correctly labelled, demonstrating the powerful use this

scheme makes of relational information, and experimentall y justi®es our use of an explicit

model of the role of errors in the matching process.

An encouraging feature of these results is a tolerance to moderate levels of structural

corruption. The quality of the ®nal labelling is not signi®c antly affected by levels of cor-

ruption up to 20%. However at 30% corruption the performance begins to degrade, until

at 60% corruption and above little improvement in the initia l labelling is seen. Reference to

Figure 3.6 shows that at this level, relational corruption i s 70% and over. At this level the

constraints which facilitate the matching process are so corrupt that they no longer provide

useful information.

In summary the main conclusions of this analysis are as follo ws:

� We have show that the MAP discrete relaxation scheme developed in Chapter 2 is

extremely effective at recovering from poor initial matche s due to corruption of unary

node measurements. The scheme can recover from 90% mis-labelling to locate a fully

correct match. Even at 98% initialisation errors, 80% of the correct match is still

recovered.

� The algorithm has also been shown to be tolerant to corruptio n of the scene graph

due to missing or spurious nodes. A 90% correct match can be recovered with 20%

corruption. The performance degrades as the structural cor ruption increases, and at

60% to 70% corruption there is little to be gained by the appli cation of the method.
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� We have also shown the method to have a large tolerance to occlusion of portions of

the data graph; a fully correct match is located at up to 85% occlusion of the original

graph. Above this level the matching is completely inoperab le.

� Empirical studies of the rate of convergence to a solution su ggest that typically the

algorithm is close to the solution after 7 iterations. Howev er, some matches are not

located until the 17th iteration for one of our data-sets.

Finally, scene clutter has not been identi®ed by the algorithms presented in this chapter.

Incorrect matches still persist due to elements in the data graph which have no feasible

match. The next chapter is concerned with labelling and remo ving such clutter.
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Chapter 4

Controlling noise and clutter

4.1 Introduction

Clutter elements are the inevitable result of the imaging an d segmentation process on realistic

scenes in pattern matching tasks. Scene elements may be missing or fragmented and there

may be signi®cant numbers of extraneous objects. In severe cases, extraneous elements may

permeate bona-®de scene structure. Indeed it was the presence of these noise objects which

motivated us to adopt an inexact approach to the graph matchi ng problem in Chapter 2.

These objects inevitably hamper the matching, rendering it susceptible to error. Part of the

matching process then must be to identify spurious elements in the scene under match, label

them as such and isolate their effect on the matching of the un corrupted scene elements.

The discrete relaxtion matching technique developed in the last chapter is capable of

locating the best match between two graphs, but it has no capacity to either identify or

remove nodes corresponding to scene noise. In this chapter we will examine a number of

different methods to implement this capability.

As before we are interested in the case when there is insuf®cient unary measurement

information on the elements alone to identify noise. We must therefore turn to contextual

information to provide the necessary clues. Examination of the literature reveals three sep-

arate approaches to the problem of labelling noise using contextual information. Common

to the three approaches is the concept of using relational consistency to drive the ®ltering

out of corruption. The simplest approach is the constraint ® ltering technique which iden-
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ti®es inconsistent matches and rejects them as noise. This was the philosophy behind the

association graph of Barrow and Popplestone and maximal cli que searching. The idea also

underpins Waltz's (Waltz, 1975) discrete constraint ®lter ing. Basic to the constraint ®ltering

technique is the idea that the true structure of the scene is relationally consistent with the

corresponding match, whereas random noise elements have no such structure. Elements

can therefore be ®ltered out based on whether the set of objects currently residing in the

graph form a consistently matched group. Inconsistent elem ents are labelled as corruption.

The graph is thus broken up into a number of sets of mutually co nsistent nodes and a set

of excess inconsistent noise elements. This is exactly the idea behind the maximal clique

approaches to matching of (Barrow and Burstall, 1976; Horau d and Skordas, 1989; Jones

and Wong, ).

The second approach falls ®rmly within the optimisation fra mework. It involves the

addition of another label to the set of possible matches. Thi s label represents a null or

no-match category to which suspected noise elements can be assigned during the matching

process itself. An af®nity with the null label is then calcul ated for nodes in a similar fashion

to other labels, so the null label process becomes incorporated in the optimisation phase

of the labelling. This approach is developed in (Wilson and H ancock, 1993b; Kittler et al.,

1993).

A third possible method involves the use of an active graph. I n this approach an element

which is thought to be noise is removed from the graph and the r elations (and therefore

the edges in the graph) are recon®gured. The structural similarity between the new graph

and a model graph is then computed and compared with that of th e previous graph. An

improvement in the similarity without the element leads to t he classi®cation of that element

as noise. This technique has not previously been addressed in the literature, although

methods involving modi®cation of the graph have been studie d (Messmer and Bunke, 1994;

Tsai and Fu, 1983; Sanfeliu and Fu, 1983). However these methods associate arbitrary costs

with modifying the graph rather than using the graph structu re itself to gauge the effect of

a structural modi®cation.

In this chapter we develop these three different schemes for controlling the labelling of

noise in graph matching. These schemes are a constraint ®ltering approach, an optimisation
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method and a novel relational clustering technique with dyn amic graphs. A comparative

study of the effectiveness on both SAR data and synthetic graphs is also undertaken.

4.2 Constraint Filtering

The classical constraint ®ltering approach has attractive features; we need neither incorpo-

rate the possibility of null-matched elements into the labe l probability distributions, nor do

we require prior knowledge of the number of unmatchable elem ents expected to be present

in the data. This tactic limits the number of matching parame ters required to a minimum.

The softening of relational constraints implied in Equatio n 2.13 enables the matching process

to accommodate these erroneously matched segments while still locating the most consistent

match.

If the graphs under match are uncorrupted, we would anticipa te a ®nal match which

is completely consistent over the whole graph. We have already demonstrated in Chapter

3 that the discrete relaxation matching process is capable of achieving this when graph

corruption is not present. In a realistic case in which corru ption is a signi®cant factor, this

potential area of consistency is broken up into smaller patc hes, the size of which is limited

by the possibility of constraint corruption. Unmatchable e lements, on the other hand, have

no consistent interpretation and are therefore unlikely to form patches of consistency.

We commence by forming a new graph G

0

1 = ( V

0

1 ; E

0

1; R

0

1) which contains the consistently

labelled portions of G 1. To form G

0

1 we ®rst eliminate arcs whose mapping does not appear

in G 2

E 1
0

= f ( u 1; u 2) j ( f ( u 1) ; f ( u 2)) 2 E 2
0

g ( 4: 1)

The discarded arcs from G 1 have no consistent interpretation in G 2 and are therefore

considered to be the artifact of graph noise and corruption. We then remove disjoint nodes

which are no longer connected by an arc; these nodes have no support from the relations in

the graphs and are therefore considered to be unmatchable. The new node-set is given by

V 1
0

= f u j ( u; v ) 2 E 1
0

; v 2 V 1g ( 4: 2)

and the remainder of the nodes are assigned to the null category, i.e. 8 u =2 V 1
0

[ f ( u ) = � ] .

The graph G 1
0 now consists of a number of consistent regions H

i

in which the nodes are
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Figure 4.1: Example graph division into regions

connected to each other, but not to any node from a different r egion. The node-set V 2
0

consists of the union of these regions, i.e. V 2
0

= H 1 [ H 2 [ : : : [ H

n

. Formally,

u 2 H

k

, v 2 H

k

_ ( u; v ) 2 E 1
0

If correct matching were the only process which generates consistency, then G 1
0 would

contain only the correctly labelled portion of the graph. Ho wever, a small amount of

spurious consistency is generated from local isomorphism b etween erroneously matched

segments and regions of G 2. In other words, some edges which correspond to scene clutter

can still ®nd consistent matches in G 2 because the local graph structure is similar to a

sub-graph of G 2. The probability of this random match occuring reduces as th e size of

the consistent region increases. We can therefore gauge theconsistency of region H

i

via

a quantity N

i

= j H

i

j and set a rejection threshold T . If N

i

� T then all nodes in H

i

are

assigned to � .

In practical matching applications the regions of spurious consistency are small, typically

much smaller that correctly labelled regions, and in this ca se it is suf®cient to set the threshold

T to remove out these regions without eliminating valid match es. For example in the

experiments on corner graphs presented at the end of this Chapter, T = 3 is used. However

if the level of corruption is very high the consistent region s begin to have sizes similar to the

regions of noise and the algorithm becomes inoperable.
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4.3 Noise Rejection by Optimisation

In the optimisation approach to clutter identi®cation, we a ugment the label set of possible

matches with an additional null category, i.e. V

0

= V [ � . We must then additionally

account for the possibility of null labels occuring in the ma tched realisation of a clique and

suitably modify the distribution of label probabilities sp eci®ed in equation 2.10. Again we

hypothesise a uniform probability of null labels but in cont rast to the label-error probability

it remains constant throughout the relaxation process, re¯ ecting the anticipated amount

of node corruption in the graph. We denote this noise probabi lity with P

�

. The new

distribution rule is given by

P ( f ( u

k

) j v

k

) =

8

>

>
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>

>

>
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<
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As before, in the case when a label has no match because of the different sizes of cliques

under comparison, dummy nodes are assigned with a probabili ty P

s

. The corresponding

clique probability is

P ( �

j

j S

i

) = K

C

j

exp[ � k

e
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The exponential constants are now given by

k
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while the multiplying constant is given by K

C

j

= [( 1 � P

e

)( 1 � P

s

)( 1 � P

�

)]

C .

This new distribution rule implies that the joint condition al probability is now a function

of three quantities; the Hamming distance H and size difference S as before, and the

number of null labels present N . The clique probabilities are therefore naturally graded b y

the number of null labels present.
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It should be stressed that although the no-match probabilit y P

s

and the node corruption

probability P

�

are related, they are not identical. Figure 3.7 in Chapter 3 emphasises this

point; the node corruption level is ampli®ed in the level of r elational corruption. The

relationship between these two quantities is highly depend ent on the type of relations

employed. The major disadvantage of this approach stems fro m the need to know apriori

the level of corruption present.

The optimisation phase of the matching proceeds as before, apart from the additional

evaluation of the probability of a null label at any node. It i s important to point out that,

while noise elements are labelled as such, the structure of the graph remains unaltered;

there is no model of how extraneous or missing elements affect the relational structure in

the graph.

4.4 Graph recon®guration

Different approaches described in the literature incorpor ate a range of different approaches

to relational inexactness. For example the logarithmic conditional information of Boyer

and Kak (Boyer and Kak, 1988) captures attribute deviations using Gaussian probability

distributions over the measurement space. These distribut ions are aimed at modelling noise

at the level of attributes rather than at the level of symboli c corruption. At the structural

level, Shapiro and Haralick (Shapiro and Haralick, 1985) al low the insertion of dummy

nodes with no associated penalty, to accommodate the effects of noise and segmentation

error. This contrasts with the previous approach in which du mmy nodes are incorporated

directly into the cost function with an associated probabil ity distribution. The simulated

annealing method of Herault et al (Herault et al., 1990) and t he graph-edit approach of

Messmer and Bunke (Messmer and Bunke, 1994) also associate acost function with the

consistency of match.

Despite the variety of models of relational inexactness, al l the techniques described above

exploit a static representation of the relationships betwe en objects under match. Spurious

elements in the graph contaminate the information supplied by true graph relations, even

after the element has be recognised as noise. Under conditions of extreme scene clutter
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this can prove to be a severely limiting factor in matching pe rformance. When true scene

objects are surrounded by high levels of clutter, little of t he original structure is preserved

in the data. It then becomes dif®cult to elicit meaningful re lationships from the scene and

the matching process only meets with a limited degree of succ ess.

In order to overcome the limitations imposed by high levels o f scene noise, we need to

additionally attempt to reconstruct the relational struct ure of the scene when an element

is discarded as noise. We must therefore adopt a dynamic representation of the scene

objects and their relationships (Messmer and Bunke, 1994; Sanfeliu and Fu, 1983). When

noise elements are identi®ed, they are deleted from the scene data and the corresponding

graph is recomputed without the object; in this fashion rela tional structure is restored as the

extraneous entities are identi®ed. Eventually the intrins ic relational structure of the model

is recovered.

4.4.1 A Dynamic Model of Topology

The task of recon®guring the graph is one of rejecting noise elements based on the relational

structures they form with the rest of the scene graph. As such , it is similar in many ways to

the clustering ideas of robust statistics, which are often u sed to reject a set of outliers to a

measurement probability distribution or a uniform coordin ate transformation. In this case

our aim is to locate entities which form a consistent structu ral cluster which satis®es the

constraints supplied by the model (Henderson, 1990). The MA P criterion developed earlier

(Equation 2.15) may now be regarded as a probability distrib ution which can be used to

reject a population of relational outliers. This approach h as some features in common with

the constrained clustering technique of Rose, Gurewitz and Fox (Rose et al., 1993) but rather

than exploiting a Euclidean distance measure, we rely on a Bayesian framework to provide

our probability distributions.

Suppose we wish to assign a graph element u from G 1 to the set of outliers � . The

new node-set is trivially recomputed; it is simply given by V

0

= V � u . Similarly, the set

of measurements is given by X

0

= X � x

u

. Computation of the new edge-set E

0 is more

complicated. The relational structure of the scene must be recomputed without the in¯uence

of the node u . For example, in the experiments detailed later in this sect ion, the Voronoi
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tessellation of the image plane and the associated Delaunaygraph are recalculated when a

node is dropped.

As before, we wish to optimise the MAP criterion for the match ing con®guration with

respect to the unary measurements which are available. However in this situation we are

interested in recon®guring the graph structure in order to o ptimise the partition between

consistently matched inliers and relational outliers. For mally the outliers are denoted by � .

We must therefore optimise

P ( f ; � j X

f

; X

�

) =

p ( X

f

; X

�

j f ; � ) P ( f ; � )

p ( X

f

; X

�

)

( 4: 5)

where X

f

and X

�

are the unary measurements associated with the graph nodes and the

null nodes respectively. In order to calculate the various t erms in Equation 4.5 a model is

required specifying the nature of the corruption present in the scene graph. Here we assume

that noise elements are randomly distributed and uncorrela ted with the true structure of

the scene. As a consequence, thea priori probability of the null labels is independent of the

match and, as in the development of our initial MAP criterion , we assume that the unary

measurements on all nodes are conditionally independent. W e may therefore factorise the

conditional measurement density thus,

p ( X

f

; X

�

j f ; � ) =

Y

u 2 G 1

p ( x

u

j f ( u ))

Y

u 2 �

p ( x

u

j � ) ( 4: 6)

assuming that the measurement probability densities on out liers are independent of the

fact that they are in the null partition. Using Bayes theorem to re-write this equation in

terms of a posterioriprobabilities,

p ( X

f

; X

�

j f ; � ) =

Y

u 2 G 1

P ( f ( u ) j x

u

)

p ( x

u

)

P ( f ( u ))

Y

u 2 �

p ( x

u

) ( 4: 7)

We now note that because the outliers are assumed to bea priori independent of the

match we may factorise the joint probability thus;

P ( f ; � ) = P ( f ) :P ( � ) ( 4: 8)
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Our model for the joint prior of the matching function, P ( f ) , remains unchanged, but

whereas the joint probability of the match P ( f ) is dependent on the structure of the scene,

there is no meaningful structure to be found in the outliers. They are therefore independent

of each other resulting in another factorisation;

P ( � ) =

Y

u 2 �

P ( u ! � ) = P

j � j

�

( 4: 9)

We now turn our attention to the optimisation of the partitio n between outliers and

inliers. As with the matching phase, we are interested in loc ating the maximum a posteriori

probability. The quantity of interest is therefore the MAP r atio between two states of the

graph. The update procedure involves the deletion or reinst atement of image entities on a

node-by-node basis. We need only evaluate the effect of reassigning one matched node to

the null category. Under these conditions the ratio is

P ( f

G 1 ; � j X

f

; X

�

)

P ( f

G

0

1
; � j X

f

; X

�

)

=

P ( f ( u ) j x

u

)

P ( u 2 � j x

i

) :P ( f ( u ))

P ( f

G 1 )

P ( f

G

0

1
)

( 4: 10)

From this expression we can see that the assignment of a particular node is dependent on

two factors; namely the ratio of joint matching prior and the ratio of the a posteriorimatching

probabilities for the current label and the null label. Both measurement information and

graph structure of the nodes in¯uences the classi®cation pr ocess.

4.4.2 Relational Clustering

The structural effect of deleting a node is apparent in the ch ange in the joint prior from

P ( f

G 1 ) to P ( f

G

0

1
) . In order to establish the in¯uence of a single node reassign ment we must

compute the effect over all graph units structurally change d by the deletion. Our model

of structural consistency is averaged over the cliques in th e data-graph, and so we must

examine those contributions that arise from modi®cation of the cliques containing the node

in question.

This set is constructed by identifying those nodes that form a clique with node u in graph

G 1, i.e. C

u

� f u g , and determining the new clique set for these nodes in the rec on®gured

graph G

0

1. We let �

+

u

denote the clique set of object u in graph G 1 and �

�

u

denote the

67



corresponding clique set in the recon®gured graph G

0

1. In other words, �

+

u

contains all

the cliques which originally contained u as one of the external nodes; these are the graph

units which are affected by the deletion of u . The set �

�

u

on the other hand contains the

same cliques after the deletion of u and the associated recon®guration of the relations in the

graph. With this notation the change in the denominator of th e MAP criterion caused by

the deletion of the node u is proportional to

�

�

u

= P

�

X

j 2 �

�

u

P ( �

j

) ( 4: 11)

By contrast, when considering the change in the numerator of the MAP criterion it is

the clique set �

+

u

to which we turn our attention. The corresponding change to t he MAP

criterion is proportional to

�

+

u

=

P [ f ( u ) j x

u

]

P [ f ( u )]

X

j 2 �

+

u

P ( �

j

) ( 4: 12)

With these two measures to hand, we can both delete and reinstate nodes in such a way

as to monotonically increase the MAP ratio. We therefore del ete node u provided �

+

u

< �

�

u

and reinstate the node if �

+

u

> �

�

u

.

It should be noted that in assessing the change to the global MAP ratio we have con®ned

our attention to the component of the average consistency criterion that is modi®ed by node

deletion. This effectively corresponds to ignoring the eff ect of the unmodi®ed component

which can be regarded as representing a constant pedestal consistency value. In order

to justify this iterative reassignment approach, we will no w illustrate that the modi®ed

consistency component is in fact proportional to the change in Kullback-Leibler entropy

caused by node deletion. Consequently, the decision criteria speci®ed in Equations 4.11 and

4.12 not only locate the global MAP, they also ensure that the reconstructed graph is the

structure that maximises the Kullback-Leibler entropy wit h respect to the model.

To proceed, we note that the canonical way of assessing the impact of the change in a

probability distribution evaluated over a set of discrete e ntities is to compute the Kullback±

Leibler divergence (Kullback and Leibler, 1951; Kullback, 1987). Our strategy for assessing

the relevance of nodes in the data graph is therefore to compute the change in Kullback-
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Leibler entropy associated with recon®guration of the grap h and the consignment of nodes

to the set of outliers � . In our application, we require a means of gauging the improv ements

associated with the deletion of nodes, which may be facilita ted by comparing the matched

relations from the original graph �

u

2 G 1 with those in the modi®ed graph �

0

u

2 G

0

1.

Adhering to our underlying philosophy of exploiting a relat ional model, we wish to gauge

these differences in the light of the structure preserving r elations residing in the dictionary,

i.e. S

i

2 P . The Kullback-Leibler entropy which meets our requirement s is

I

u

( G 1; G

0

1) = �

X

j 2 �

+

u

X

S

i

2P

P ( �

j

j S

i

) ln
P ( �

j

j S

i

)

P ( �

0

j

j S

i

)

( 4: 13)

Substituting for P ( �

j

j S

i

) and exploiting the exponential nature of the probability di stri-

bution
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The change in entropy associated with the iterative reassignment of the single node u

is therefore proportional to the weighted change in Hamming distance and size difference

over the set of modi®ed cliques. This is a result which has a pleasing physical intuition. Our

maximum entropy criterion for deleting a node is that it mini mises the average weighted

sum of Hamming distance and size difference between the rela tions in G 1 and G 2.

Now let us examine the change in the joint prior P ( f ) during the deletion of a node.

This change is given by

� P ( f ) = P ( f

G 1 ) � P ( f

G

0

1
)

=

1
j V 1j

X

j 2 �

+

u

K

C
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jP j
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2P

e

� k

e

H ( �

j

;S

i

) � k

s

S ( �

j

;S

i

)

� e

� k

e

H ( �

0

j

;S

i

) � k

s

S ( �

0

j

;S

i

)

(4.15)

This expression can be rewritten in the the following form wh ich elucidates the relation-

ship between the change in the joint prior and the Kullback-L eibler entropy:
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From Equation 4.16 it can be seen that that the change in the joint prior has a similar

form to that of the Kullback-Leibler entropy; indeed under c onditions of small changes in

Hamming distance and size difference the exponential diffe rence term can be approximated

by a linear term. Since only one node is deleted in each modi®cation of the graph, the Ham-

ming distances and size differences under consideration generally change by a maximum

of one, although because the graph structure is recomputed, the changes may be more than

one. Simulation studies show that 90% of node deletions lead to a change in surrounding

units of one or less nodes. If a linear approximation of the ex ponential is valid, the change

in the criterion is given by
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This is proportional to the change in the Kullback-Leibler e ntropy. Con®gurations of

optimum average consistency are therefore not only those of minimum average Hamming

distance, they are also those that minimise the entropy of th e relational model. Viewed as

a relational clustering process, the maximum value of the jo int prior is also of minimum

entropy.

4.5 Experimental Comparison of Techniques

In this section we compare the relative performance of the th ree algorithms presented earlier.

The performance evaluation is based on two factors, the fraction of correct matches ( F

c

) and

the noise fraction ( F

n

). These are given by the formulas

F

c

=correct matches/ maximum possible correct matches

F

n

=incorrect matches/ number of matches.

70



Figure 4.2: Corner graphs generated from the SAR and map data

With these de®nitions 0 � F

c

� 1 with 1 : 0 being the best performance, and 0 � F

n

� 1

with 0 : 0 being the best performance.

The ®rst set of experiments is based on the SAR aerial data shown in Appendix A.

We evaluate the matching performance on this data using two d ifferent sets of relations.

The ®rst set of relations are generated by the presence of corners between line segments.

The second set are generated by a Voronoi tessellation seeded on the center points of the

lines. These two relational abstractions generate very dif ferent edge densities; nodes under

a Voronoi tessellation have an average of 5.5 connections, with up to 12 adjacent nodes for

some. The corner relations have on average 2.4 neighbours with a maximum of 4. A corner

graph representation of the data is shown in Figure 4.2

Table 4.1 summarises the results produced by the three algorithms derived in sections

4.2,4.3 and 4.4. From these results a clear difference can beseen, which is attributable to

the different graph structures. On corner graphs constrain t ®ltering is the most effective

method. Both the optimisation and recon®guration methods p erform similarly poorly

on this graph structure. However the situation is different when we come to study the

Delaunay graph representation. The recon®guration method improves dramatically, and
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Corner graph Delaunay Graph

F

c

F

n

F

c

F

n

Constraint Filtering 0.71 0.35 0.96 0.56

Optimisation 0.52 0.78 0.57 0.77

Recon®guration 0.43 0.81 0.77 0.47

Table 4.1: Summary of Results for noise removing schemes on real data

indeed it out-performs constraint ®ltering slightly in ter ms of the noise rejection ®gure.

There is little difference in the performance of the optimis ation scheme.

These differences can be understood in terms of the processes at work in the various

approaches. The optimisation version of the null-labellin g process compares unfavorably

with the other methods; it is dogged both by problems of param eter control and a tendency

to shuf¯e valid matches into the null match category from whi ch they can no longer be

successfully recovered. The graph recon®guration method also performs poorly on the

corner graphs. The nature of corner relations does not lend i tself to reconstruction of the

topology of the graph, since the dropping of a line segment le ads only to the loss of the corner

relations associated with that line; the rest of the graph is unaltered and no new relationships

appear. There is little to be gained by attempting to recon®g ure the relationships. In this

case the algorithm is reduced to merely pruning out nodes of t he graph.

With the Delaunay representation the graph is signi®cantly altered by a node deletion;

relationships disappear and new ones appear in their place. The recon®guration technique

is more potent since there are signi®cant structural differ ences between the different graph

con®gurations which the algorithm can use to determine the o ptimal partition between le-

gitimate nodes and noise elements. Infact recon®guration is marginally superior in terms of

noise rejection to constraint ®ltering because of it's ability to restore the original uncorrupted

relationships in the graph.

The second set of experiments involves the use of Voronoi tri angulations of random point

sets with controlled levels of corruption. These are descri bed in more detail in Appendix A

and are also used in Chapter 3. This allows a study of algorith m performance at varying

levels of corruption. Figures 4.3 and 4.4 summarise the relative performance of the schemes
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on this data.

These results lead to the conclusion that the optimisation approach is the inferior method

of the three alternatives studied here. The algorithm is una ble to allocate null labels during

the matching phase without disturbing the patterns of corre ct matches.

A fuller study using Voronoi relationships (Figures 4.3 and 4.4) demonstrates that the

graph recon®guration method out-performs constraint ®lte ring. There are two reasons

for this performance advantage; ®rstly the recon®guration approach is able to adjust the

relations and restore the original graph structure after an element has been identi®ed as

noise. Secondly the constraint ®ltering algorithm uses a coarse measure of consistency when

compared to our consistency criterion; rather than gauge th e similarity between cliques, it

relies on ®nding subgraph isomorphisms between the matched graphs. It is therefore

less successful at setting the partition between noise and genuine matches. However in

favour of constraint ®ltering is the fact that the approach t akes minimal computational

resources whereas graph recon®guration requires the recalculation of relations typically
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many thousands of times.

4.6 Conclusions

The following points summarize the ®nding in this chapter;

� A graph recon®guration method has been developed which uses an objective consis-

tency criterion to gauge the cost of graph edit operations. I n the limit of small error

and corruption probabilities the update operation also opt imises the Kullback-Leibler

entropy of the edited graph match.

� Results on both real-world data and simulated graphs demons trate that, of the three

methods studied here, the optimisation approach is signi®c antly worse than the other

two.

� The simulated graph study shows that the recon®guration met hod is the most effective

method for eliminating noise and recovering the correct mat ch; however on the SAR
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data, the constraint ®ltering approach recovers more of the correct match.
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Chapter 5

Understanding the consistency

Criterion

5.1 Introduction

We demonstrated in previous chapters, using experimental a nalysis, that the proposed

consistency criterion is effective in matching graphs and e liminating noise and clutter from

corrupted graphs. Because the criterion is based on a symbolic measure of consistency

between graph sub-units, it is also possible to make some theoretical predictions. Armed

with a model of the distribution of cliques in pattern space w e can predict some properties

of the criterion.

5.2 The Expectation Value of P ( f )

In order to calculate the average value of the prior mapping p robability, P ( f ) , we ®rst require

a pattern space model representing the distribution of stru cture-preserving mappings over

the space of labellings. Since SPMs are in turn generated from the relations in the graph, this

model is dependent on the type of relational structures pres ent. The choice of these structures

has an important role to play in determining the power of the c onstraints available to the

relaxation algorithm. Here we develop a theory based speci®cally on Delaunay graphs,

although the methodology is valid for other structures. Aga in, for the sake of simplicity, we
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neglect the possibility of null labels.

We begin by writing the functional value explicitly in terms of the label error probability

P

e

thus

P ( f ) =

1
j V 1j

X

C

( 1)

i

1
jP j

X

S 2P
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e

( 1 � P

e
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� ( f ( u ) ;v )

( 5: 1)

Now consider the labelling on one particular clique match �

u

with n nodes. With respect

to this site, the dictionary P contains only one item which is fully congruent with �

u

when

it is correctly labelled. However because of both the overla p of SPMs and the need to

enumerate all possible mappings of a clique, there will be a n umber of items which are

partially congruent with �

u

. The exact number and distribution of these items depends

on the relational abstraction adopted when the graph is form ed. In order to calculate the

average value of P ( f ) this distribution must be known.

Rather than evaluate the congruency of each clique with all i t's SPMs, we make a

simpli®cation at this stage. We view the set of structure-pr eserving mappings at a particular

clique ( S

( u ) ) as having a 'principle' mapping which has the maximum possi ble congruency

and a set of sub-mappings with lower congruency. Now provide d that the number of sub-

mappings with a congruency of one less than the maximum is sma ll compared to ( 1 � P

e

) =P

e

,

then their in¯uence on the functional will be negligible.

More formally, each clique in G 2 generates a set of SPMs comprising of the permutations

of the non-centre nodes - we denote this set by S

( v )

= f S

( v )

1 ; S

( v )

1 ; : : : ; S

( v )

k

g . Now let

�
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S 2 S

( v )

H ( �

u

; S ) ( 5: 2)

be the minimum value of the Hamming distance for this set of ma ppings and let N ( � ) be

the number of mappings from S

( v ) which have � as their Hamming distance from the clique

�

u

. The assumptions being made can be summarised by the followi ng points:

� N ( �

min

) = 1

� N ( �
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+ 1) << ( 1 � P

e
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and so on.

If this condition is ful®lled only the principle mapping wil l be signi®cant. The validity

of the ®rst assumption is dependent on the distribution of co ngruent labels and the way in

which mappings are generated.

There are two processes which may violate the ®rst assumption that there is only one

principle mapping and we will deal with each in turn. The ®rst process involves the

generation of mappings in which some of the node pairings are the same. Each individual

mapping is not independent of the others, rather they involv e cyclic permutations and

placements of dummy nodes. If there are no dummy nodes the sim ilarity in the node

pairings between mappings is con®ned to the centre node only and so the potential for

the same minimum Hamming distance to appear in more than one m apping is small. As

dummy nodes are added there is a much greater overlap between mappings due to the

possibility of placing the dummy nodes in different positio ns within the mappings while

retaining the rest of the node pairings. We must therefore co n®ne the analysis to situations

where dummy nodes are not a signi®cant factor.

The other process we must consider is the case when the same minimum Hamming

distance is generated by two mappings which have different n ode pairings, simply due to

the chance congruency of labels. However if the Hamming dist ance is small enough to be

signi®cant in¯uence on the criterion, the probability of it being repeated by the action of

incorrectly congruent labels is small.

The other issue is that of the in¯uence of mappings of larger H amming distance than the

minimum. This is not a signi®cant if N ( �

min

+ 1) << ( 1 � P e ) =P e; N ( �

min

+ 2) << [( 1 �

P e ) =P e ]

2
: : : The numbers of such mappings are dif®cult to predict but at ar bitrarily small

values of P

e

this condition can be enforced. In practice, P

e

= 0: 1 gives N ( � ) << 9N ( � + 1) ;

without the action of dummy nodes the total number of mapping s at each site rarely exceeds

9. With this consideration, we can expect this assumption to hold for say P

e

< 0: 1

As mentioned above, there is a chance that incorrect labels may accidentally be congruent

with a SPM entirely unconnected with the correct mapping. Th e probability that two labels

which have no place in the correct mapping are not the same is denoted by P

( w )

e

.

We model these incorrect labellings by assuming a uniform di stribution of labels when
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a node is incorrectly labelled. As a consequence, the probability of a node u being wrongly

labeled as node v in G 2 is given by P

e

= ( V 2 � 1) and

P

( w )

e

= 1 �

P

e

V 2 � 1
( 5: 3)

We now partition the dictionary into a number of different se ts, according to the potential

congruency of each mapping, when correctly labelled, with �

u

. For convenience we will

denote each set by P

n;m

where n is the number of potentially correct sites each mapping

contains and m is the number of items in that set. Because of the overlap of cliques within

the graph there will be a number of cliques (2 j C j � 2) which share two nodes with the central

clique. The partition of the set of principle SPMs is therefo re

P

p

= P

j C j ; 1 [ P 2; 2j C j� 2)

[ P 0; j V 2j� 2j C j + 1 ( 5: 4)

The probability of occurrence of a particular instance of a p ossible labelling is de®ned in

the same fashion as our previous label distribution (Equati on 2.10). For labels we expect to

be correct, this is

P ( f ( u

k

) j v

k

) =

8

<

:

1 � P

e

if f ( u

k

) = v

k

P

e

if f ( u

k

) 6= v

k

( 5: 5)

We also de®ne a similar distribution for labels we would expe ct not to match

P ( f ( u

k

) j v

k

) =

8

<

:

1 � P

( w )

e

if f ( u

k

) = v

k

P

( w )

e

if f ( u

k

) 6= v

k

( 5: 6)

Now let us examine the average value of the functional itself . Because of the average

nature of the de®nition of the functional, the average value reduces to the average probability

of one clique

< P ( f ) > = <

1
jP j

X

S 2P

Y

u 2 S

P

1� � ( f ( u ) ;v )

e

( 1 � P

e

)

� ( f ( u ) ;v )

> ( 5: 7)

and then expanding over the possible states of �

u

denoted by ! 2 
 , the average value

is given by

< P ( f ) > =

X

! 2 


P ( �

u

= ! )

1
jP j

X Y

P

1� � ( f ( u ) ;v )

e

( 1 � P

e

)

� ( f ( u ) ;v )

( 5: 8)
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We may exchange the sum over all states of �

u

with the product over labels in �

u

to

obtain

< P ( f ) > =

1
jP j

X Y

n

P [ � ( f ( u ) ; v ) = 1]( 1 � P

e

) + P [ � ( f ( u ) ; v ) = 0] P

e

o

( 5: 9)

Armed with the pattern model de®ned in Equation 5.4 and with p robability distribu-

tions for the various component labelling of this model, we c an now calculate the average

functional value to be

< P ( f ) > =

1
jP

p

j

�

[( 1 � P

e

)

2
+ P

2
e

]

j C j

+( 2j C j � 2)[( 1 � P

e

)

2
+ P

2
e

]

2
� [( 1 � P

e

)( 1 � P

e

)

( w )

+ P

e

P

( w )

e

]

( j C j� 2)

+( j V 2j � 2j C j + 1)[( 1 � P

e

)( 1 � P

e

)

( w )

+ P

e

P

( w )

e

]

j C j

�

(5.10)

This expression can be considerably simpli®ed by the substituting for the weights as-

sociated with correct and incorrect labels, i.e. �

c

= ( 1 � P

e

)

2
+ P

2
e

and �

w

= ( 1 � P

e

)( 1 �

P

( w )

e

) + P

e

P

( w )

e

. The average functional value therefore becomes

< P ( f ) > =

1
jP

p

j

�

�

j C j

c

+ ( 2j C j � 2) �

2
c

�

( j C j� 2)

w

+ ( j V 2j � 2j C j + 1) �

j C j

w

�

( 5: 11)

Although Equation 5.11 has been developed with speci®c reference to Delaunay graphs,

study of the form of the expression reveals a more general app licability to graph structures.

If the mapping items generated by the graph can be partitione d in a similar fashion to that

described in Equation 5.4 then an equivalent expression for the average functional value

applies. Formally, we partition the principle SPMs as follo ws

P

p

=

[

P

n;m

2P

p

P

m;n

( 5: 12)

The average value of the functional is now simply given by

< P ( f ) > =

1
jP

p

j

X

P

n;m

2P

p

m�

n

c

�

( j C j� n )

w

( 5: 13)
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Figure 5.1: Comparison of true and predicted functional val ues

5.2.1 Experimental Validation

It now remains to compare this expression with the value calc ulated from experimental runs

of the matching algorithm. Figure 5.1 shows a graph of the fun ctional value sampled over

the course of two matching runs. The solid line represents th e theoretically predicted value

of the functional. Both are plotted against the true label er ror probability which is generated

by a 'master' matching which gives the true labelling of the n odes.

Figure 5.1 shows that our pattern space model leads to an accurate model of the processes

at work in the matching process at lower levels of P

e

. The experimental and theoretical

values begin to diverge towards P

e

= 0: 5, in keeping with the assumptions made earlier.

It is important to note that the values in Figure 5.1 are compa red with a label error

probability which was generated with reference to a 'master ' match which needs to be gained

from some other source. Clearly in realistic applications n o such information is available.

However knowledge of the expectation value of the functiona l provides a method by which

we can determine the prevailing label error probability.

Since we do not know what the value of the label error probabil ity is, we commence by

allowing the value used in the calculation of the functional to vary. The true level of errors

remains unchanged. If the value used by the algorithm is deno ted Q

e

, we have
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�
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c
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)( 1 � P

e

) + Q

e

P

e

�

0

w

= ( 1 � Q

e

)( 1 � P

( w )

e

) + Q

e

P

( w )

e

These values are then used to calculate a new average functional F

0 . This is the functional

value that the matching algorithm will return. Let us now exa mine a plot of both < F

0

>

and < F > (see Figure 5.2). The prevailing value of P

e

can then be determined by the

intersection point of the two curves.

5.3 Stochastic Relaxation

Stochastic relaxation has often been proposed as a suitablemethod for escaping from local

optima of a functional. In particular Geman and Geman (Geman and Geman, 1984) origi-

nated a method of stochastic relaxation based on an analogy with statistical physics. They

compare the labelling of objects in a Markov Random Field wit h annealing in a physical

system. Label updating is performed in a non-deterministic fashion which effectively allows

transitions between the current state and a random new con®guration with a probability

equal to the ratio of the probabilities of the new state 


0 and the previous con®guration 
 ,
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i.e. the quantity

q =

P ( 


0

)

P ( 
 )

= e

� � [ � ( 


0

) � � ( 
 )]

( 5: 14)

is calculated; the transition is allowed with probability q (or 1 if q > 1). In other words,

labelling changes which increase � ( 
 ) are allowed with a probability q , whereas changes

which decrease � ( 
 ) are always allowed. This has the effect of producing new stat es 
 in

proportion to their probability P ( 
 ) when � is the Gibbs energy.

The probability distributions used by Geman and Geman are ba sed on Gibbs distribu-

tions containing the parameter T = 1=� , equivalent to the temperature in a physical system.

They show that by reducing the temperature in a particular fa shion, namely at iteration k ,

T

k

�

c

log ( 1+ k )

local minima of the energy function can be avoided.

In order to relate the previously described discrete relaxa tion scheme to this statistical

physics analogy, an equivalent Boltzmann distribution is r equired to represent the system.

We begin by hypothesising a set of possible states, denoted by � = f � 1; � 2; : : : g , for the clique

under match, � . These states are the equivalent ingredients in the statistical mechanics

framework to the SPMs in the discrete relaxation scenario. There is one state for each SPM,

and if the match is in state � this is equivalent to matching � to the corresponding SPM.

The clique matching probability in a given state � can then be calculated and is given by

P ( � ; � ) =

K

j � j

e

� k H ( � ;� )

( 5: 15)

In drawing an analogy with statistical physics, we compare t his expression with the

partition function for a system of particles with possible c on®gurations � = f � 1 ; � 2; : : : g .

This partition function is given by

Z =

X

� 2 �

e

� � �

�

( 5: 16)

We therefore de®ne the equivalent partition function for th e discrete relaxation system to be

Z =

K

j � j

X

� 2 �

e

� k H ( � ;� )

( 5: 17)

From this starting point a number of statistical and 'physic al' properties of the system

can be calculated. For example, the equilibrium Gibbs poten tial of a particular clique can
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easily be derived from the formula

U ( � ) = �

1
Z

@ Z

@ k

( 5: 18)

Combining Equation 5.17 and Equation 5.17 we obtain

U ( � ) =

P

�

H ( � ; � ) e

� k H ( � ;� )

P

�

e

� k H ( � ;� )

( 5: 19)

This expression is worthy of further comment. The effective potential for the clique

mapping � is the average value of the Hamming distance with respect to t he available SPMs.

Examination of the individual terms in the numerator of expr ession 5.19 reveals an important

feature of the Gibbs energy; as H ! 1 , H e

� k H

! 0 and when H = 0 then H e

� k H

= 0.

The exponential weighting of Hamming distance suppresses t he in¯uence of items of large

Hamming distance, while items of small Hamming distance als o have little contribution.

The main contribution to the potential is therefore from ite ms of intermediate values of

Hamming distance. Figure 5.3 shows this factor graphically . This is an important feature

in terms of the algorithm's ability to handle a large diction ary of SPMs; items with a large

Hamming distance of order j C

�

j which have little in¯uence on the Gibbs energy correspond

in general to mappings which in reality have no connection wi th the correct match. Items

with zero Hamming distance will correspond to mappings in wh ich a consistent match has

already been found. Attention is naturally focussed on the i ntermediate items on which

consistency still needs to be imposed. This structure limit s the effects of inter-pattern

competition which dog linear systems, and has been shown to l ead to a vastly improved

storage capacity and enhanced pattern reconstruction abilities over the Hop®eld network

in the case of binary memories (Hancock and Kittler, 1993; Gardner, 1986).

5.3.1 The Entropy of Matching

From the same starting point we can also calculate another property of the system, the

thermodynamic entropy. The entropy of an individual clique with respect to the matching

state � is given by

S = k

0 ln P ( � ; � ) ( 5: 20)
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Substituting for the expression for P ( � ; � ) (Equation 5.15), we obtain

S ( � ; � ) = k

0 ln
h

K

�

e

� k H ( � ;� )

i

( 5: 21)

The average value of the clique entropy is given by averaging over the possible states of

the match thus < S > =

P

�

S ( � ; � ) P ( � ; � ) . Consequently, the average entropy is:

< S > =

K k

0

j � j

X

� 2 �

[ ln ( K = j � j ) � k H ( � ; � )] e

� k H ( � ;� )

( 5: 22)

5.3.2 Equivalent Boltzmann Distribution

As we have seen, the probabilities which are available model the Boltzmann distributions

for the different dictionary items in the set of SPMs. With th ese distributions we can

stochastically update the state � . This corresponds to optimal selection of the dictionary

item which corresponds to a particular ®xed labelling � . This is of little interest as far

a improving the quality of match is concerned. Rather we need to optimise the clique

labelling itself. In order to do this an equivalent Boltzman n distribution for the labelling is

required, which we denote Q ( � ) . As required by the theorem of total probability, we can

expand Q over the possible states of the system, i.e.

Q ( � ) =

X

� 2 �

Q ( � ; � ) ( 5: 23)

We now require a method of relating the joint probabilities Q ( � ; � ) to the original joint

probabilities of the different states. Following (Cross et al., 1995), we use a result from

information theory, namely that the probability distribut ion which best models a known

distribution can be found by minimising the Kullback-Leibl er divergence. The divergence

between the conditional matching probabilities P ( � j � ) de®ned over the state-space of the

dictionary and the new conditional probabilities of the Bol tzmann distribution Q ( � j � ) is

given by

� ( � ) =

X

� 2 �

P ( � j � ) ln
P ( � j � )

Q ( � j � )

( 5: 24)

Before continuing, we must apply additional constraints to Q in order to provide a

unique solution for the minimal point of the Kullback-Leibl er divergence. We note that

we have no interest in which state is involved in the optimal m atching; the Boltzmann

distribution we are looking for is a function of the labellin g only. Consequently we assume
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that the probabilities q are independent of the state of the match, i.e. that Q ( � ; � 1) =

Q ( � ; � 2) = Q ( � ; �

m

) 8 m . Under this assumption we obtain Q ( � ) =

P

�

q ( � j � ) p ( � ) = Q ( � j � ) .

Substituting the expression for the original conditional m atching probabilities, we obtain

� ( � ) = K

X

�

h

ln K � k H ( � ; � ) � ln Q ( � j � )

i

e

� k H ( � ;� )

( 5: 25)

The Kullback-Leibler divergence is minimal when the distri butions are identical, i.e.

� ( � ) = 0. Using this condition;

ln K

X

�

e

� k H ( � ;� )

� k

X

�

H ( � ; � ) e

� k H ( � ;� )

� [ ln Q ( � )]

X

�

e

� k H ( � ;� )

= 0

and therefore the equivalent Boltzmann distribution for th e clique is

Q ( � ) = K e

� k U ( � )

( 5: 26)

Hence U ( � ) is the equilibrium Gibbs potential for the equivalent Boltz mann distribution

of clique � . It is equivalent to the set of distributions over the state- space of mappings in

the sense that the Kullback-Leibler entropy between the two is zero. We are now justi®ed

in performing simulated annealing on the potential U ( � ) .

5.4 Conclusions

In this chapter we have predicted the average value of the mat ching criterion under some

limiting assumptions about the nature of the pattern space a nd parameter values, which

con®ne the validity of the expression to small values of the l abel error probability P e . This

expression was show to be an accurate prediction of the criterion experimentally, for values

of P

e

< 0: 2.

We then drew on the partition function of the system to calcul ate the Gibbs energy of

the labelling with respect to the set of SPM's. The Gibbs energy was simply the average

Hamming distance over the set of SPM's. Further analysis demonstrated that the equivalent

Boltzmann distribution for the clique labelling was an expo nential function of this energy.
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Chapter 6

A Comparative Study of

Optimisation-based Inexact Matching

Schemes

6.1 Introduction

In the preceding chapters we have developed a compound expon ential criterion for perform-

ing graph matching tasks which develops earlier ideas of Han cock and Kittler (Hancock and

Kittler, 1990a) who introduced the concept of a label error p rocess and applied it to low-level

labelling problems. In the past little attention has been di rected at the mathematical form

of the criterion for matching tasks. In general authors have been little concerned with how

the choice of criterion affects the ®delity and robustness to noise of matching algorithms.

Instead they have opted for simple expressions which permit ease of computation and anal-

ysis. Examples of this can be seen in (Faugeras and Berthod, 1981; Shapiro and Haralick,

1981; Boyer and Kak, 1988). In the ®rst part of this chapter, we examine some alternative

forms of the matching criterion, show how they relate to the e xponential approach described

in previous chapters and discuss the robustness of differen t methods.

Infact it has been the optimisation process that has interested many authors, with elab-

orate update procedures (Geman and Geman, 1984; Lloyd, 1983) or search techniques

(Shapiro and Haralick, 1981; Messmer and Bunke, 1994) overcoming problems of local op-
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tima in the matching function. One example of this is in Geman and Geman's work (Geman

and Geman, 1984). Here they develop an elaborate stochasticupdate procedure known as

simulated annealing to escape from local minima of the match ing function. However it may

be that the need for stochastic optimisation methods is larg ely in¯icted by the choice of cri-

terion. In the ®nal part of this chapter we assess the need for a more elaborate optimisation

scheme.

6.2 The Linear Approximation

Traditionally the relaxation technique has involved the ev aluation of a labelling energy or

criterion which is a linear sum of error terms, with each erro r term being linear or quadratic

in terms of the adopted distance measure. For example, it is precisely the quadratic form

of the consistency criterion which is optimised by the Humme l and Zucker (Hummel and

Zucker, 1983) probabilistic relaxation scheme. Linear compatibility models are common

place in the literature on relaxation labelling (Bhanu and F augeras, 1984; Izumi et al., 1992;

Lloyd, 1983; Ranganath and Chipman, 1992; Ton and Jain, 1989).

However recent efforts have established a fundamental weak ness in this technique,

particularly in the context of pattern recognition problem s. This is highlighted particularly

by the Hop®eld network (Hop®eld, 1984) which essentially op erates using a linear criterion.

It has been established (Gardner, 1986) that the Hop®eld network is severely limited in the

number of patterns it can store and recognize; the limitatio n stems from problems of inter-

pattern competition. For a large number of patterns, the con tribution from non-matching

patterns swamps the signal from the one matching pattern.

In contrast, recent investigations (Hancock and Kittler, 1 993) have shown that the sum of

exponential inter-pattern distances is superior in its abi lity to cope with large sets of patterns.

The exponential element to the matching function effective ly suppresses the contribution

from outlier patterns, which in the linear case can dominate the criterion. In this sense

the linear expression is non-robust to pattern noise since an arbitrarily placed outlier can

arbitrarily change the value of the criterion.

In this section we establish a linear approximation to our gl obal criterion of match,
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and use this as a point of comparison with other such techniqu es. We also investigate the

performance of this linear cost function.

6.2.1 An Approximate Criterion

We begin by examining the expression for the clique matching probability:

P ( � ) =

K

C

jP j

X

S

i

2P

exp[ � k

e

H ( � ; S

i

) � k

�

S ( � ; S

i

)] ( 6: 1)

We are interested in computing a linear approximation to the exponential appearing in

the above expression using the Taylor expansion. This expansion is valid when k

e

H ( � ; S ) !

0 and k

�

S ( � ; S ) ! 0. This limit occurs when the corresponding constants k

e

and k

�

approach

zero, i.e when the error probability P

e

'

1
2 and the node loss probability P

�

'

1
2. Under

these conditions the exponentials of in the summation in equ ation 5 can be expanded in

terms of a Taylor power series,

P ( � ) =

K

C

jP j

X

S

i
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n

1 � k

e

H � k

�

S +

1
2

[ k

e

H + k

�

S ]

2
: : :

o

( 6: 2)

Limiting the expansion to linear terms, we obtain

P ( � ) = K

C

n

1 �

1
jP j

X

S

i

2P

h

k

e

H + k

�

S

io

( 6: 3)

The resulting global consistency criterion under consider ation is then

F

h

=

1
j V 1j

X

C

( 1)

j

� V 1

K

C

n

1 �

1
jP j

X

S

i

2P

�

k

e

H ( � ; S

i

) + k

�

S ( � ; S

i

)

�

o

( 6: 4)

Therefore, in the situation when clique size differences ar e not important (if, for example

we con®ne ourselves to pair units only, or any units of the sam e cardinality) the global

criterion may be approximated by the sum of Hamming distance s to the SPMs. The reader

should note however that this approximation is only accurat e when P

e

'

1
2 and there is a

clear divergence between the two schemes asP

e

is reduced.

Several features of this approximation deserve further com ment. In the ®rst instance,

the resulting relaxation scheme minimises the total Hammin g distance to the set of structure

preserving mappings. This minimisation of a linear functio n of Hamming distance as a
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Figure 6.1: Performance of linear and exponential forms over a range of graph sizes

measure of total error is precisely the function performed b y the Hop®eld memory in the

associative recovery of binary patterns. We can anticipate that the linear approximation will

suffer in exactly the same way as the Hop®eld memory. In parti cular we would expect the

criterion to be limited in its capacity to accomodate a large set of SPM's. As the size of the

model graph increases, the number of SPMs generated from it r ises and the matchability

should decrease. Infact, the Hop®eld memory can distinguis h 0: 14N patterns (Gardner,

1986) where N is the number of nodes in the pattern; for the graph matching p roblem on

planar graphs there are a minimum of N � 1 patterns generated from each graph clique.

6.2.2 Experimental Comparison

Theory suggests that the linear approximation will become i ncreasingly poor as the size

of graphs to be matched increases. In this section we presentexperiments comparing the

behaviour of the linear scheme with the exponential formula tion over a range of graph sizes.

We also compare the performance on graphs at different level s of corruption.

The clearest way of illustrating the effect of increasing th e number of mappings explored

is to compare the performance of the linear algorithm over bo th the full set of SPMs and
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Figure 6.2: Performance of linear and exponential forms und er corruption

over a limited number of SPMs. We can limit the number of mappi ngs explored by applying

a threshold to the initial probabilities of node mappings. C onsider the case when we are

trying to evaluate the probability of a particular clique, i e P ( � ) =

P

P ( � j S ) P ( S ) . We can

assume that if the initial probability P ( f ( u

�

) = v

S

) is very small (where u

�

is the centre

node of clique � and v

S

is the centre node of S ), that we may ignore the possibility that S

is the matching clique to � . In this case, we do not evaluate contribution from the mappi ng

S . The number of mappings being evaluated is drastically redu ced, a fact which we would

expect to bene®t the linear criterion. Figure 6.1 illustrat es the effect of applying this cut-off;

the difference to the linear scheme is clear - without the cut -off the linear scheme produces

results commensurate with a random labelling (one node corr ect). When the cut-off is

applied, this increases to around a 90% correct labelling. The drop-off in the performance

of the cut-off linear criterion for smaller graphs can be att ributed to the fashion in which the

cut-off is generated; for small graphs the initial probabil ities of individual nodes are larger

and the cut-off removes a smaller proportion of mappings. Fi nally, the ®gure shows that

the cut-off has little effect on the full exponential criter ion.

Figure 6.2 illustrates the relative performance of the line ar and exponential schemes
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with the cut-off applied over a range of corruption levels. T he exponential scheme clearly

out-performs the linear scheme over all values of corruptio n up to 50%. The linear scheme

starts at around 90% of nodes correctly matched with no graph corruption and begins to

drop away immediately. This is in contrast to the exponentia l approach which results in

much higher levels of performance.

6.3 Squared Error Criteria

Another common approach is to use a mean square error criteri on to measure the divergence

between structural units. The main motivation for this appr oach is related to the well under-

stood properties of mean square error functions, and their f oundation in statistical estimation

procedures. In the case where the deviations are Gaussian, minimising the mean square error

correspondingly maximises the log likelyhood, i.e. when P ( � ) =

Q

i

( 1=�

p

2� ) exp[ � e

2
i

= 2�

2
] ,

minimising the total squared error
P

i

e

2 maximises P ( � ) . They are not, however, robust

when estimating noisy data (Kittler and Taylor, 1994) becau se they suffer from one ¯aw; all

the samples are assumed to be part of the inlier distribution . This is rarely the case in a

realistic problem. Infact, for the quadratic criterion lar ge pattern deviations which are asso-

ciated with outliers produce a larger contribution to the cr iterion than smaller deviations.

The criterion can therefore be dominated by outlier pattern s which have no connection to

the true pattern. In contrast the exponential criterion giv es very little weight to large errors.

It is interesting at this point to compare our exponential cr iterion with that used by

Boyer and Kak (Boyer and Kak, 1988) and Sarkar and Boyer (Sarkar and Boyer, 1993). Their

criterion of match is based on the entropy of inter-primitiv e distances of objects and relations

in the graph. These inter-primitive distances are founded o n measurement information

relating to these primitives. We can write a simpli®ed versi on of their criterion as

F

bk

=

X

i 2 V 1

X

j 2 V 2

log d ( p

i

; p

j

) ( 6: 5)

If we were to adopt a Gaussian model of attribute deviations, ie d ( p

i

; p

j

) = exp [( x

i

�

x

j

) �

� 1
( x

i

� x

j

)

T

] this expression becomes the mean square error criterion discussed earlier:
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( 6: 6)

A point of contact can be made with the exponential criterion if we were to adopt the

Hamming between primitives as our measure of relational uni t similarity, as opposed to

the attribute deviations measured by the Mahalanobis dista nce. With this modi®cation, we

can see that under the assumption of Gaussian distributions , the Boyer and Kak approach

is equivalent to the quadratic approximation to the exponen tial Hamming distance scheme.

In other words if we make the substitution H ( � ; S ) ! ( x

i

� x

j

) �

� 1
( x

i

� x

j

)

T then we can

see that the case of the Gaussian Boyer and Kak functional is equivalent to a quadratic

approximation of the exponential function, except that uni t similarity is measured in terms

of attribute measurement deviations rather than the symbol ic Hamming distance.

6.3.1 Experimental Comparison

From the analysis in the preceding section we anticipate tha t the mean square error should

be even less robust to relational noise than the linear approximation, because outlier patterns

are given greater weight than inliers. Here we analyse the pe rformance of all three schemes

(the linear, square and exponential schemes) over a range oflevels of corruption.

It is clear from Figure 6.3 that little improvement is gained at all by applying the mean-

square-error criterion; as anticipated it is not at all robu st to outliers.

6.4 The Hard Limit

We begin this approximation by eliminating the effect of nul l-labels; this corresponds to

setting the null-relation probability P

�

=

1
2. In this mode we allow comparison between

cliques of different sizes with no penalty. Alternatively t he size difference term will disap-

pear if we operate on structural units of the same size. Under these conditions k

�

= 0, and

the clique probability is given by

P ( �

j

) =

K

C

jP j

X

S

i

2P

exp[ � k

e

H ( �

j

; S

i

)] ( 6: 7)
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Figure 6.3: Performance of square, linear and exponential schemes under corruption

To gain some computational advantage, we may wish to elimina te the exponentials

appearing in equation 6.7 and thereby simplify the calculat ion of probability. This can be

achieved by examining the case when the label error probabil ity becomes vanishingly small,

i.e. P

e

! 0. Under these conditions the exponentials approach their d elta function limits.

P ( �

j

) '

K

C

jP j

X

S

i

2P

� [ H ( �

j

; S

i

)] ( 6: 8)

Each clique now contributes to the global consistency measure in a binary fashion;

completely consistent cliques contribute an amount K

C

jP j

, while everything else contributes

zero. The consistently matched portion of the graph contain s those cliques for which a zero

Hamming distance exists in the set of allowed mappings.

The delta-function form of the criterion has signi®cant com putational advantages; the

evaluation of equation 6.8 can be implemented by simple tabl e lookup. Once a clique

has reached a zero Hamming distance con®guration, there is no further improvement to

be gained by label updating. Such a clique may be removed as a candidate for further

recon®guration, leaving the set V � � only under consideration. Computational resources

can be focussed on cliques adjacent to nodes in � , allowing consistency to spread as a
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"brush®re" from the consistent portions of the graph. This t echnique obviates the need for

an exhaustive iterative search over all labels and sites.

However, despite the computational advantages, it is immed iately obvious that the

resulting consistency measure will lead to a deadlocked upd ating procedure with even

moderate departures from consistency. If the full consiste ncy of individual cliques cannot be

restored by a single label update, the update process will be unable to improve consistency by

deterministic means. The only way to escape these deadlocksis via an expensive stochastic

optimisation scheme.

Shapiro and Haralick (Shapiro and Haralick, 1981) propose a measure of graph simi-

larity which is, in essence, the same as this process. They effectively count the number of

consistently matched relations, whilst allowing the addit ion of null nodes at no additional

cost. The Shapiro and Haralick scheme minimises the numbers of inconsistent mappings

using a search method. It is equivalent to the hard limit of th e discrete relaxation method in

terms of the cost function when cliques are used as relations. Their strategy also encounters

problems of deadlock which they resolve with a forward check ing and backtracking search

algorithm rather than stochastic optimisation.

6.4.1 Experimental Comparison

The experimental evaluation presented in Figure 6.4 compares the performance of this

scheme with that of the full exponential scheme. The compari son is made using Delaunay

graphs representing the structure of random dot patterns, w ith a range of levels of corrup-

tion. It is clear from these results that, as anticipated, th e hard approximation performs

poorly at all levels of relational corruption. At moderate l evels, the full exponential scheme

signi®cantly out-performs the simpler alternative. Howev er at high levels of corruption

both versions fare equally badly with neither signi®cantly improving the initial labelling.

Under circumstances of moderate levels of corruption the ha rd limit of delta functions can

therefore be inappropriate. Partially matched cliques hav e no in¯uence in the consistency

measure, causing poor matches to deadlock the scheme. We canfurther clarify how the

delta-function scheme operates by studying the case of init ialisation errors only with no

graph corruption. Figure 6.5 illustrates this comparison.
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Figure 6.4: Performance of delta-function and exponential forms under corruption
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Figure 6.5: Relative performance of delta-function and exp onential forms under initial errors
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From this ®gure we can draw the conclusion that the delta-fun ction limit operates well

when the level of initialisation errors is low (in this exper iment when the level of initialisation

errors is less than 50%) and there are signi®cant numbers of correctly matched relational

units. At higher levels of initial errors, the scheme is unab le to recover suf®cient consistency

to operate effectively. The full exponential scheme on the o ther hand is not sensitive to the

level of initial errors.

6.5 Optimisation Schemes

There are a diversity of alternative optimisation schemes a vailable in the literature. A

particular energy function may often have features which re quire a specialised or complex

update procedure to locate the optimal labelling con®gurat ion. In contrast we have chosen

to update our functional by a simple gradient ascent procedu re. In this section we compare

and contrast this approach with some alternatives. In parti cular we wish to determine if

there is a need for, or an advantage to be gained from, a more complicated approach.

6.5.1 Random Non-Deterministic Algorithm

This simple algorithm attempts to make a random label replac ement at a random node

within the graph. The replacement is accepted provided it in creases the global consistency

criterion. This effectively corresponds to a non-determin istic version of the gradient ascent

method.

The aim of this experiment is to determining how susceptible the matching algorithm is

to ®nding poor matches because of sub-optimal local maxima in the matching criterion. If

there are a plethora of such maxima, a deterministic update p rocedure would be expected

to ascend the gradient to one of these points, resulting in an inaccurate match. A random

updating method would fall into a different maxima each time , resulting in varying matching

performance over different runs of the algorithm on the same data.

Table 6.1 describes a set of results investigating a number of runs using both the deter-

ministic and random algorithms on the same data. One set of da ta has been generated at

each level of graph corruption. The deterministic algorith m is then run on this data to pro-
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Corruption Deterministic F

c

Deterministic F Random F

c

Random F

0.0 1.0 0.0021 1.0 0.0021

1.0 0.0021

1.0 0.0021

0.1 0.87 0.0293 0.87 0.0293

0.87 0.0293

0.87 0.0293

0.2 0.73 0.056 0.73 0.056

0.73 0.056

0.73 0.056

0.3 0.6 0.00120 0.6 0.00120

0.43 0.00037

0.43 0.00037

0.4 0.2 0.000894 0.17 0.000887

0.17 0.000892

0.17 0.000892

0.5 0.13 0.000804 0.2 0.003040

0.17 0.000805

0.2 0.003040

0.6 0.2 0.00146 0.2 0.00146

0.2 0.00146

0.2 0.00146

0.7 0.125 0.000443 0.175 0.000439

0.2 0.000438

0.175 0.000439

Table 6.1: Comparison of Deterministic and Random Labellin g
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vide a benchmark against which the random approach can be com pared, both in terms of the

matching fraction achieved F

c

, and the value of the criterion F . The non-deterministic ver-

sion is then run three times on the data to see whether a superior maximum of the criterion

is found. These ®gures are shown in the fourth and ®fth column s. From examination of the

results, the random update approach shows superior perform ance on the graph with 50%

corruption - the deterministic algorithm seems to have beco me stuck in a local maximum.

On all the other runs the deterministic algorithm achieves t he highest or equal highest value

of the criterion.

It is interesting to note that in some cases the matching fraction is greater for the random

algorithm where the criterion value is less than the determi nistic algorithm. If the determin-

istic algorithm does ®nd the global maximum of the criterion as suggested by these ®gures,

then matching errors occur at higher levels of corruption be cause the optimum point does

not correspond to the correct match; noise in the graph causes the maximum to be misplaced.

Of course this is rather an inef®cient way to perform updates ; in the experiments here the

random algorithm was run with 3 to 5 times as many updates in to tal as the deterministic

approach simply because the latter explores the possible label changes more ef®ciently.

6.5.2 Simulated Annealing

A more justi®able and interesting update procedure is provi ded by simulated annealing.

This method which produces label updates in a non-determini stic way and allows label

updates which reduce consistency is based on a Boltzmann machine interpretation of the

labelling process. This analogy is developed more fully in s ection 5.3, where we show that

the appropriate Gibbs potential is

U ( � ) =

P

�

H ( � ; � ) e

� k H ( � ;� )

P

�

e

� k H ( � ;� )

( 6: 9)

Therefore in order to ®nd the optimum labelling, we should an neal the labels in this

potential ®eld.

The annealing algorithm operates as follows. At each node u in G 1, a random match

is chosen as a candidate update. The change in the Gibbs potential U ( � ) is calculated for

all cliques in which u resides; the change in energy � U = ( 1= j C

u

j )

P

v 2 C

u

[ U ( �

0

v

) � U ( �

v

)]
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is given by the average energy change over these cliques. Thelabel update is accepted if

� U � 0. If � U > 0 the update is accepted with a probability e

� k � U . This procedure is

repeated at each node in G 1. The whole sequence of node updates is then repeated j V 1j

times at a particular value of P

e

to allow the labelling to approach an equilibrium state

at a particular `temperature'. This whole update sequence constitutes one iteration and

evaluated the same number of possible label changes at the standard deterministic update

algorithm, albeit in a random fashion.

The critical feature of this algorithm is it's ability to esc ape from local maxima and locate a

globally optimal result, provided that a suitable temperat ure annealing schedule is adopted.

According to Geman and Geman (Geman and Geman, 1984) the annealing 'temperature'

T (corresponding to the parameter k in our scheme) should be reduced according to a

theoretical schedule

T ( i ) = 1=k

e

=

N �

log ( 1 + i )

( 6: 10)

where N is the number of sites of the system (N = 30), � is the difference between the

maximum and minimum values of the energy function U (� ' 5: 5 for our criterion), and i

is the iteration number. In the case of the graphs under study here, if for example we wish

to reach T = 0: 2 which is typical of the experiments presented earlier, the n we would need

e

825 iterations. This schedule turns out to be prohibitive in pra ctice (Geman and Geman,

1984). Rather, we reduce according to the schedule used previously, i.e.

P

e

= P

( 0)

e

e

� �i

( 6: 11)

The annealing schedule extends over 60 iterations, and � is chosen such that T ( 60) = 0: 2

which corresponds to the same terminal value of k

e

used in discrete relaxation experiments.

Figure 6.6 shows a comparison of the performance of the simulated annealing of the

potential U with a gradient descent version also optimising U . This is identical to the

simulated annealing algorithm except that updates which in crease the value of U are not

allowed. For comparison the exponential discrete method is also included.

These results are encouraging for the new energy function U ; the performance of the

gradient descent optimisation of U are very similar to that of the original discrete scheme.
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Figure 6.6: Relative performance of SA and GA on the Gibbs energy and exponential discrete

relaxation

This supports the theoretical calculation of U as the corresponding energy representation of

the global probability P ( f ) . The success of the gradient descent algorithm also suggests a

lack of local maximum in U .

The simulated annealing approach is marginally worse than t he other two algorithms,

suggesting that even after 60 iterations convergence has not been reached. This is not

surprising since in (Geman and Geman, 1984) 300-1000 iterations are suggested. However

for the graph matching problem this number proves to be compu tationally prohibitive.

The conclusion from these results is that simulated anneali ng is unnecessary when opti-

mising the energy function U since gradient ascent works satisfactorily, and that optim ising

U gives the same results as optimising the global probability P ( f ) .

6.6 Conclusions

A number of signi®cant results come out of the studies in this chapter;

� Under a variety of limiting cases the compound exponential c riterion can be approx-

imated in terms of either a linear, mean square or delta funct ion, which allows the
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method to be related to other methods developed in the litera ture.

� Experimental studies show that all these approximations un der-perform the full com-

pound exponential criterion, but also reveal certain situa tions in which an approximate

approach can be expected to be effective.

� In the second part of the chapter we compare a random update al gorithm and sim-

ulated annealing with the gradient ascent optimisation app roach. The conclusion of

this study is that gradient ascent optimises the consistency as effectively as either of

the other two methods and does not become stuck in local minim a.
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Chapter 7

Probabilistic Relaxation

In the previous two chapters we have concentrated on ®nding t he MAP estimate of the joint

node mapping probability. Essentially the MAP labelling sc heme takes a global view of the

match, often referred to as a message centred approach. In this philosophy we considered the

matching of all objects at the same time while using only loca l measurement information.

This model leads to a matching criterion on which a discrete M AP optimisation scheme

operated.

In this chapter we will focus on another modality of decision making, the object centred

approach. In this we con®ne ourselves to matching a single object at a time, using the

measurement information available for all objects. Follow ing this model leads us to a prob-

abilistic relaxation scheme which combines evidence for a match from the neighbourhood

to compute continuous matching probabilities. Using a simi lar modelling philosophy for

matching errors to that previously described in the constru ction of our consistency criterion,

we show that such a framework allows the calculation of compa tibility coef®cients which

are devoid of parameters. Finally we examine the comparativ e effectiveness of the new

probabilistic relaxation scheme and the discrete relaxati on approach.

7.1 Introduction

Probabilistic relaxation was originally conceived by Rose nfeld, Hummel and Zucker (Rosen-

feld et al., 1976) as a continuous labelling extension to thework of Waltz on discrete relaxation
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labelling (Waltz, 1975). As such it is concerned with combin ing evidence from neighbouring

objects, and has traditionally been viewed as a low-level vi sion process. Since that sem-

inal paper, a plethora of alternatives have evolved. Varian ts of the original probabilistic

scheme (Lloyd, 1983; Ton and Jain, 1989; Tang and Lee, 1992; Chipman and Ranganath,

1992) have dominated the literature. This growth of alterna tive formulations was driven by

the fact that in Rosenfeld, Hummel and Zucker's original sch eme there was no theoretical

grounding to the de®nition of a support function, leaving th e path clear for an explosion

of essentially heuristic support formulations. Kittler an d Hancock (Kittler and Hancock,

1989) have recently overcome some of the problems of Rosenfeld, Hummel and Zucker's

original scheme by casting the process in a rigorous Bayesian framework. One important

result of this framework is an exact expression for the suppo rt function in terms of label

con®guration probabilities. From this basis support funct ions for speci®c problems can be

derived in a principled way by de®ning the appropriate proba bility distributions. Building

on this work, Kittler, Christmas and Petrou (Kittler et al., 1993) have shown how attributed

relational graphs may be matched by extending the probabili stic framework to incorporate

binary measurements between pairs of nodes.

Another feature of the Kittler-Hancock support function in its original form is the com-

plexity; the evaluation of support involves the calculatio n of an exponential number of

terms. However Kittler and Hancock (Kittler and Hancock, 19 89) present two methods

of simplifying the computational complexity of the support function. The ®rst method

involves the speci®cation of a dictionary of allowed labell ings, with con®gurations only

considered if they reside in the dictionary. The support the n need only be evaluated over

this dictionary of labellings, reducing the complexity to t he size of the dictionary. The

second method consists of making independence assumptions between the nodes; with

suitable node inter-dependencies the support function may be factorised and simpli®ed.

This approach in effect reduces the size of contextual units to pairs or triplets of nodes.

For reasons of ef®ciency and robustness, and their intrinsically parallel nature, relaxation

schemes make an attractive choice for relational matching problems. However when consid-

ered in the light of relational matching tasks, the algorith ms reported in the literature suffer a

number of de®ciencies. The relaxation methodology origina ted in the labelling of low-level
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image entities such as pixels and, despite advances, the basic method remains orientated

towards early vision. The method is low-level in terms of bot h concept and modelling ingre-

dients, and as such it lacks suitability and representation al power at the intermediate and

high levels. In the past relaxation has been applied mainly t o pixel based tasks such as im-

age restoration(Geman and Geman, 1984; Milun and Sher, 1993), and segmentation(Cohen

and Cooper, 1987; Kittler and Hancock, 1989; Hancock et al.,1992). Schemes also have a

tendency to be dif®cult to control with a number of parameter s which must be manually

adjusted and have no obvious meaning in terms of the scene under match. Above all none

model the corruption processes at work in the formation of re lational graphs from noisy

and uncertain data.

In this chapter we will apply a similar framework for modelli ng node corruption used

previously in Chapter 2.15 on a restricted range of graph con ®gurations. This restriction on

node interdependencies will allow us to simplify the proble m somewhat by factorising the

support function.

7.2 Decision making in Probabilistic relaxation

The probabilistic relaxation method is derived from an obje ct centred interpretation and as

such attention is con®ned to ®nding the optimal label assignment for a single element at a

time using the entire set of measurement information. From t he perspective of information

theory, the objective is to maximise the a posterioriprobability P ( f ( u ) j X ) . The appropriate

Bayesian decision rule is therefore

f ( u ) = arg max
w 2 V 2

P ( f ( u ) = w j X ) ( 7: 1)

This contrasts with our previous approach; before we were in terested mainly in the

joint prior P ( f ) and the single label aposteriori probability P ( f ( u ) j x

u

) . Information was

provided by the mapping function and from the graph structur e, with measurement infor-

mation entering only in a local sense through the single labe l probabilities. The probabilistic

relaxation approach is concerned instead with combining me asurement information in a

more extensive way and as such would seem to be at odds with the discrete interpreta-
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tion. However, it is still graph structure which determines how information propagates

between nodes. This being the case, structural corruption models are still important in the

construction of a probabilistic relaxation scheme. As we sh all discover, there are some in-

teresting results to be obtained concerning r Ãole of graph structure in limiting the feasibility

of matching by this method.

At this stage we assume that only local interactions are sign i®cant. Only nodes connected

to each other by a graph arc will interact. This simpli®es the conditional probability of

interest to

P ( f ( u ) j X ) = P ( f ( u ) j x

v

8 v 2 C

u

) ( 7: 2)

7.3 The Support Function

The probability of Equation 7.1 provides the starting point from which Kittler and Hancock

(Kittler and Hancock, 1989) have developed an evidence-combining formula reminiscent of

the classic Rosenfeld, Hummel and Zucker (Rosenfeld et al., 1976) probabilistic relaxation

formula.

P

( n + 1)

( f ( u )) =

P

( n )

( f ( u )) Q

( n )

( f ( u ))

P

v

P

( n )

( f ( v )) Q

( n )

( f ( v ))

( 7: 3)

The development of the relaxation formula is based on the con cept of iteratively ®ltering

measurements to reinforce the consistency of the labelling. The ®ltered measurements are

not explicitly calculated but they are implicitly speci®ed in conditional probabilities. This

approach leads to a probability update rule (Equation 7.3) w ith the same structure as that of

Rosenfeld Hummel and Zucker.

The crucial ingredient in this update formula is the support function Q ( f ( u )) which

combines evidence from the neighbourhood C

( 1)

u

of node u for the match u ! f ( u ) . In our

graph formulation this neighbourhood consists of the set of nodes connected to u by an arc.

These nodes interact directly with node u via the graph topology - they share a common

arc. The support function Q is speci®ed in many different ways in the literature, common ly

they are heuristic (Izumi et al., 1992; Ton and Jain, 1989; Tang and Lee, 1992), have internal
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inconsistencies (Chipman and Ranganath, 1992; Ton and Jain, 1989) or are only valid in the

limit of weak contextual information (Kittler et al., 1993; Ton and Jain, 1989; Ziqing Li, 1990).

We advocate the use of the internally consistent support fun ction of Hancock and Kittler

(Kittler and Hancock, 1989). Details of the derivation are b eyond the scope of this thesis,

instead we quote the expression produced by Kittler and Hanc ock:

Q

( n )

( f ( u )) =

1
P ( f ( u ))

X

f ( C

�

u

) 2 


n

Y

v 2 C

�

u

P

( n )

( f ( v ))

P ( f ( v ))

o

P ( f ( w ) 8 w 2 C

( 1)

u

) ( 7: 4)

where 
 is the possible label con®guration space for C

�

u

, i.e. all possible labellings on all

nodes of C

�

u

, and C

�

u

represents clique C

( 1)

u

excluding the centre node u . It is on this support

function that we will now focus our attention. We wish to buil d a model based on the same

principles on which we founded our clique probabilities P ( � ) . From this model we will

derive the compatibility coef®cients appropriate to vario us graph matching tasks.

There are a number of important elements to this expression; the reader should note

that the sum is over the entire con®guration space of C

�

u

. The support function is there-

fore of the same order of complexity as the graph matching pro blem for C

( 1)

u

(i.e. the

sum has an exponential number of terms). The support functio n comprises of the prior

probabilities of matches P ( f ( u )) re¯ecting world knowledge of the chance of individual

matches;the probability P

( n )

( f ( u )) re¯ecting the current state of the match; and the joint

prior P ( f ( w ) 8 w 2 C

( 1)

u

) which represents the world model of context. It is this last t erm

which provides the structural information to the scheme and is the key modelling element.

7.4 Factorisation

The support function above (Equation 7.4) has exponential complexity and is not suitable

for use in realistic matching tasks. In order to simplify the expression suf®ciently a number

of techniques are available, including the weak context app roximation, dictionary-based

techniques or factorisation. We will apply the factorisati on ideas of Kittler and Hancock

to avoid having to enumerate the con®gurations in the dictio nary. This approach involves

the factorisation of the joint prior P ( f ( v ) 8 v 2 C

( 1)

u

) by expanding in terms of conditional

label probabilities. Under certain limiting assumptions t hese conditional probabilities can
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Figure 7.1: Example Graph Types: a tree-like graph and a triangulation

be simpli®ed to obtain a result in terms of interactions of a l ower order than the size of

the clique, for example node-pairs or triplets. However the exact factorisation scheme we

should use depends entirely on the interactions between elements in neighbourhood C

( 1)

u

and hence on the structure of the graph itself. In order to sel ect the appropriate scheme we

must ®rst limit the discussion to a speci®c graph structure. Here we develop the simplest

case, that of a tree-like graph. In this structure there are no direct interactions between

the external nodes of a clique (Figure 7.1a). The reader should note that in terms of the

experimental data this corresponds to the structure of the r oad network graphs.

If we label the nodes making up the clique C

( 1)

u

as f u; v 1; v 2; : : : ; v

N

g where N = j C

( 1)

u

j ,

then by appliying the Bayes rule, the factorisation proceed s as follows:

P [ f ( u ) ; f ( v 1) ; : : : ; f ( v

N

)] = P [ f ( v 1 ) j f ( u ) ; f ( v 2) ; : : : ; f ( v

N

)]

� P [ f ( v 2 ) j f ( u ) ; f ( v 3) ; : : : ; f ( v

N

)] � : : :

� P [ f ( u )] (7.5)

where u is the central node. Since the external nodes are independent of each other, the

conditional probabilities simplify thus: P [ f ( v 1) j f ( u ) ; f ( v 2) ; : : : ; f ( v

N

)] = P [ f ( v 1 ) j f ( u )] . The

®nal expression for the joint probability is

P [ f ( u ) ; f ( v 1) ; : : : ; f ( v

N

)] = P [ f ( u )]

N

Y

n = 1

P [ f ( v

n

) j f ( u )] ( 7: 6)

Substitution of Equation 7.6 into the support function in Eq uation 7.4 gives
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Q

( n )

( f ( u )) =

1
P ( f ( u ))

X

f ( C

�

u

) 2 


n

Y

v 2 C

�

u

P

( n )

( f ( v ))

P ( f ( v ))

o

P [ f ( u )]

N

Y

n = 1

P [ f ( v

n

) j f ( u )] ( 7: 7)

Since the sum covers all labellings on C

�

u

, we may factorise the sum and interchange the

sum and product to obtain

Q ( f ( u )) =

N

Y

m = 1

X

f ( v

m

) 2 V 2

P ( f ( u ) j f ( v

m

))

P ( f ( u ))

P

( n )

( f ( u )) ( 7: 8)

In other words the support function is considerable simpli® ed into a product over the

node neighbourhood C

( 1)

u

a form more amenable to computation.

7.5 Compatibility Coef®cients

In this section we calculate expressions for the various pro babilities appearing in Equation

7.8 using the modelling philosophy in Chapter 2. In order to c larify the r Ãole of the various

terms in Equation 7.8, we begin by re-writing the support fun ction in terms of a compatibility

coef®cient R and the unary matching probability P

( n ) :

Q ( u ! v ) =

N

Y

m = 1

X

v

m

2 V 2

P

( n )

( f ( v

m

)) R ( f ( u ) ; f ( v

m

)) ( 7: 9)

The compatibility coef®cient R is speci®ed by the mutual information measure

R ( f ( u ) ; f ( v

m

)) =

P ( f ( u ) ; f ( v

m

))

P ( f ( u )) P ( f ( v

m

))

( 7: 10)

It is this measure of contextual information which is fundam ental to the calculation

of support. In simple terms it represents the ratio of the pro bability of the two matches

appearing on adjacent nodes to the apriori probability of th e matches appearing in isolation.

It is this ratio which provides the vehicle for contextual in formation to in¯uence the matching

process. The contextual information is based purely on bina ry relationships between the

pairs of matches f ( u ) and f ( v

m

) on the edges in the graph. If nodes u and v

m

are linked by

an arc in G 1 then we would correspondingly expect their matches f ( u ) and f ( v

m

) to also be

linked by an arc in G 2, and so the probability of that particular pair of matches is enhanced

with respect to the apriori probabilities. Similarly two ne ighbouring nodes whose matches
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are not neighbours in G 2 are less likely to occur. In order to complete the relaxation scheme

we need to build a quantitative model of the probabilities of these various occurrences.

We begin by noting that graph corruption will disrupt this id eal pattern by introducing

spurious nodes and arcs. In order to accommodate the possibility that objects in the graph are

produced by noise and segmentation error, we must allow for t he presence of unmatchable

nodes. We therefore augment the graphs with a null node � to which unmatchable entities

may be assigned. Furthermore we assume that node corruption errors occur with a uniform

and memoryless probability p across the entire graph.

It is important at this point to stress some of the limitation s of this model. We have

assumed that the only process at work in corrupting the topol ogy of the graph is that of the

introduction of extraneous nodes. The relations themselve s considered to be uncorrupted;

if the nodes in a portion of the graph are undisrupted, the set of edges will be identical.

This is not valid in the case where relations between objects are dif®cult to extract. We have

also not considered explicitly the case of node dropout, but if the condition of uncorrupted

relations is upheld, the loss of nodes will not affect the mat ching of the remaining structure.

The edges between the uncorrupted nodes will remain undisru pted.

The corruption may also not be uniform across the scene - factors such as distortion and

noise may cause a particular region to be particularly poorl y segmented. The approximation

that we have adopted can be expected to perform poorly on loca lised patches of increased

corruption.

7.5.1 Scene to Model Matching

In this subsection we will concern ourselves with matching a scene graph to a model graph.

The model graph is assumed to be uncorrupted and therefore we do not need to consider

the effect of any spurious or missing nodes or arcs in it's str ucture.

Uncertainty in the graph representation is present in two se parate forms. Geometric

distortion causes variation in measurement information su ch as angle and length. Topolog-

ical information about the connectivity of the relational g raph may be left unchanged by

such distortion, but this is largely dependent on the type of relation. As mentioned above

the adopted model does not account for purely relational cor ruption. For example corner
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relations will be signi®cantly affected by geometric disto rtions in the image, whereas the

Delaunay graph is robust to such distortions (Finch et al., 1 995; Tuceryan and Chorzempa,

1991). If matching is to be accomplished by structural means it is critical to employ such

robust representations. Poor node segmentation will still corrupt the relational description.

Following our original philosophy of relying on structural information to provide context,

we propose a dichotomy between the two types of information - geometric information is

used exclusively in the initial probability model, and topo logical information only is used

in the modelling of constraints during the relaxation proce ss. Since the topology of the

graphs is represented purely by the interconnectivity of no des and arcs, this model is purely

symbolic.

The topology of the graphs are used to provide constraints in the following manner; if

two nodes are linked by an arc in graph G 1 then there are two possible situations. If the

graph G 1 is uncorrupted in that region the arc will have a matching arc in the model graph.

If, on the other hand, either of the nodes correspond to a segmentation error then the arc

relation between them will have no corresponding match and o ne or both of the nodes is

unmatchable. These unmatchable nodes must be labelled as null ( � ). If segmentation errors

occur with a uniform memoryless probability p then a probability mass ( 1 � p )

2 is associated

with uncorrupted node pairs, p ( 1 � p ) with one corruption and p

2 if both nodes correspond

to corruption (and must consequently be labelled by the labe l � as unmatchable). If neither

node has been labelled as corruption and the corresponding model arc does not exist, the

con®guration is inconsistent and is disallowed entirely (F igure 7.2).

We can then expand the node-pair probability over the approp riate set of constraints.

For example if a consistent arc is being considered, the set of edges in G 2 is the relevant

set of constraints, i.e. P [ f ( u ) ; f ( v )] =

P

E 2 E 2
P [( u; v ) j E ] P ( E ) . The conditional probability

P [( u; v ) j E ] is speci®ed by the distribution rule explained above. For th e prior P ( E ) we adopt

a simple uniform distribution assuming no apriori knowledg e of the edge: P ( E ) =

1
j E 2 j

.

If u and v

m

are linked by an arc, the following probabilities apply
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Figure 7.2: Possible mappings between the nodes forming two edges

P ( f ( u ) ; f ( v

m

)) =

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

( 1� p )

2

j E 2 j

if ( f ( u ) ; f ( v

m

)) 2 E 2

p ( 1� p )

j V 2j

if ( f ( u ) ; f ( v

m

)) 2 ( V 2 � � ) [ ( � � V 2 )

p

2 if ( f ( u ) ; f ( v

m

)) 2 ( � � � )

0 if ( f ( u ) ; f ( v

m

)) 2 ( V 2 � � ) � ( V 2 � � ) � E 2

( 7: 11)

The axioms of probability require that
P

8 m;n

P ( f ( u ) ; f ( v

m

) = w

n

) = P ( f ( u )) , and the

single label priors required in Eqn. 7.10 are calculated in t his fashion to be

P ( f ( u )) =

8

<

:

1� p

j V 2 j

if f ( u ) 2 V 2

p if f ( u ) = �

( 7: 12)

Substituting equations 7.12 and 7.11 into equation 7.10, the compatibility coef®cients are

speci®ed by

R ( f ( u ) ; f ( v

m

)) =

8

>

>

>

>

<

>

>

>

>

:

j V 2 j

2

j E 2 j

if f f ( u ) ; f ( v

m

) g 2 E 2

1 if f f ( u ) ; f ( v

m

) g 2 ( � � V 2) [ ( V 2 � � ) [ ( � � � )

0 if f f ( u ) ; f ( v

m

) g 2 ( V 2 � � ) � ( V 2 � � ) � E 2

( 7: 13)

The probability of node corruption cancels from the compati bility coef®cients; the entire

graph-based constraint process is captured by a model which is entirely devoid of free

parameters; it is speci®ed purely in terms of the numbers of a rcs and nodes in the model

graph. This is an important result; it allows the matching of corrupt graphs without the need

for knowledge of either the source or level of node corruptio n. The strength of the constraints

is based purely on the structure of the graphs under match. In fact the compatibility of a
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consistent edge is given by the edge density of the graph. The pattern of compatibilities

also has a pleasing intuitive feel; the power of an edge constraint increases as the number

of edges decreases. If a null label is present and no edge information exists, the information

provided is neutral (the compatibility is unity), and any in consistent arc is completely

disallowed (compatibility zero).

7.5.2 Scene to Scene Matching

In the case of matching scene graph to scene graph, we must additionally account for

possible corruption of graph G 2. In this case V 1 is also augmented with a null label, and

compatibility is computed taking into account the possible corruption of any of nodes

involved - uncorrupted items appear with a probability ( 1 � p )

4. Furthermore the relevant

constraint class is drawn from both graphs i.e. E 1 � E 2. Following the methodology in

section 7.5.1,

R ( f ( u ) ; f ( v

m

)) =

8

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

:

j V 1 � V 2 j

2

j E 1 � E 2 j

if (( u; v

m

) ; ( f ( u ) ; f ( v

m

))) 2 E 1 � E 2

j V 1 j

2

j E 1 j

if (( u; v

m

) ; ( f ( u ) ; f ( v

m

))) 2 E 1 � �

2

j V 2 j

2

j E 2 j

if (( u; v

m

) ; ( f ( u ) ; f ( v

m

))) 2 �

1

� E 2

1 if (( u; v

m

) ; ( f ( u ) ; f ( v

m

))) 2 �

1

� �

2

0 otherwise

( 7: 14)

where �

n

= f ( V

n

� � ) [ ( � � V

n

) [ ( � � � ) g is the set of label pairs containing a null

label. The compatibility coef®cients are now symmetrical w ith respect to the swapping of

the scene graphs as intuitively they must be. However the nor malisation of probabilities

implied in Eqn. 7.3 is not symmetrical since the method was or iginally conceived as an

object labelling problem. However in the limit of a hard cons istent labelling, the symmetry

condition on the probability normalisation also holds.

At ®rst glance it seems curious that by admitting the possibi lity of node corruption in G 2

at any level, the consistent edge compatibility is increased when compared to the original

scene to model compatibilities, to j V 1� V 2 j

2

j E 1 � E 2 j

. In the limit of small corruption probability we

would expect the values of compatibility to be identical. Ho wever the two cases examined

in Section 7.5.1 of a consistent edge (compatibility j V 2 j

2

j E 2 j

) and null labels (compatibility 1)

should be compared to the constraint sets E 1 � E 2 and E 1 � �

2

respectively. It can then be
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seen that the ratio of compatibilities remains unchanged.

7.6 Matching Delaunay Triangulations

Finally we brie¯y study the matching of triangulated Delaun ay graphs using this probabilis-

tic framework. The work reported here is based on the paper by Finch, Wilson and Hancock,

"Matching Deformed Delaunay Triangulations" (Finch et al. , 1995) and is of interest here for

two reasons. Firstly, it draws on the same error models discu ssed above. Secondly, the work

provides a prime example of how the factorisation scheme mus t be tailored to the speci®c

type of graph structure in use. Moreover, it emphasises the i ncreased complexity created by

the use of interacting triplets rather than pairs.

While the use of pairwise node interactions is valid for tree -like graphs, application of the

same scheme to Delaunay triangulations not only ignores a we alth of addition constraints

and limits performance, but also involves an inconsistent t reatment of node interactions.

In effect we are ignoring the local topology of the Delaunay g raph; such a graph consists

entirely of triangular faces and mutual interactions of the external nodes exist. Furthermore,

use of a pairwise scheme can lead to a matched graph which, whi le it contains consistently

matched edges, contains incorrectly ordered graph neighbours and is not itself triangulated.

In order to overcome these dif®culties we must re-examine th e assumptions which allowed

us to simplify the original factorisation of the joint proba bility in equation 7.6.

Reference to section 7.4 shows that previously we assumed a simpli®cation of the condi-

tional probabilities based on independence of the external nodes in the neighbourhood (i.e.

non-centre nodes). Here the external nodes are actually inter-dependent, and this model no

longer applies. Instead the following model is necessary:

P ( f ( v ) j f ( w ) ; w 2 C

( 1)

u

; w 6= v ) = P ( f ( v ) j f ( w ) ; w 2 C

( 1)

u

; w 2 C

( 1)

v

; w 6= v ) ( 7: 15)

In other words, two external nodes v and w interact with each other provided v is in

the neighbourhood of w . In order to make use of this simplifying assumption we must

re-factorise the joint prior in a different way:
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P ( f ( u ) ; f ( v 1) ; : : : ; f ( v

N

)) = P ( f ( v

N

) j f ( u ) ; : : : ; f ( v

N � 1))

P ( f ( v

N � 1 ) j f ( u ) ; : : : ; f ( v

N � 2)) : : :

P ( f ( v 1 ) j f ( u )) P ( f ( u )) (7.16)

Using Bayes rule and Equation 7.15 this expression may be rewritten in terms of inter-

acting triplets. See (Finch et al., 1995) for a mathematically detailed treatment. The resulting

expression is

P ( f ( u ) ; f ( v 1) ; : : : ; f ( v

N

)) = P ( f ( v 1 ) j f ( u ) ; f ( v

N

))

P ( f ( v 2 ) j f ( v 1) ; f ( u )) : : :

P ( f ( v

N

) j f ( v

N � 1) ; f ( u )) (7.17)

and thus the joint probability appearing in the support func tion can be expressed in terms

conditional probabilities involving triples of node match es on graph triangles. However

this triplet pattern has an inter-dependence which prevent s the restructuring of the support

function into a product over the nodes in the neighbourhood o f u , and adds considerably to

the complexity of the expression. Expanding the support fun ction over the set of labellings


 , we ®nd

Q ( f ( u )) =

1
P ( f ( u ))

X

f ( v 1) 2 V 2

P

( i )

( f ( v 1))

P ( f ( v 1 ))

X

f ( v

n

) 2 V 2

P ( f ( v 1 ) j f ( v

n

) ; f ( u ))

X

f ( v 2) 2 V 2

P

( i )

( f ( v 2))

P ( f ( v 2 ))

P ( f ( v 2) j f ( v 1) ; f ( u )) : : :

X

f ( v

k

) 2 V 2

P

( i )

( f ( v

k

))

P ( f ( v

k

))

P ( f ( v

k

j f ( v

k � 1 ) ; f ( u ))

X

f ( v

k + 1 ) 2 V 2

P

( i )

( f ( v

k + 1 ))

P ( f ( v

k + 1 ))

P ( f ( v

k + 1 ) j f ( v

k

) ; f ( u )) : : :

X

f ( v

n � 1 ) 2 V 2

P

( i )

( f ( v

n � 1 ))

P ( f ( v

n � 1 ))

P ( f ( v

n � 1 ) j f ( v

n � 2 ) ; f ( u ))

P

( i )

( f ( v

n

))

P ( f ( v

n

))

P ( f ( v

n

) j f ( v

n � 1 ) ; f ( u )) (7.18)
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Details of how to evaluate this support function in a computa tionally ef®cient way are not

our primary concern here; they are discussed more fully in (F inch et al., 1995). The primary

interest here is the development of a suitable compatibilit y function. The function is still

of exponential complexity but Equation 7.18 may be implemen ted in a recursive fashion

to reduce the complexity to O ( nm

3
) . This implementation corresponds to evaluating the

labelling of graph triangles in a cyclic fashion around the c entral node.

7.6.1 Triplet Compatibility Coef®cients

Again we re-write the support function in terms of a compatib ility coef®cient R speci®ed

by the mutual information measure thus:

R ( f ( v

k

) ; f ( v

k � 1) ; f ( u )) =

P ( f ( v

k

j f ( v

k � 1 ) ; f ( u ))

P ( f ( v

k

))

=

P ( f ( v

k

) ; f ( v

k � 1) ; f ( u ))

P ( f ( v

k

)) P ( f ( v

k � 1 ) ; f ( u ))

(7.19)

The reader should note the similarities between this expression and the previous edge-

based expression (equation 7.10). This time we are interested in the relative probability of a

graph triangle to that of a radial edge and an isolated node. W e now wish to model these

triplet compatibility coef®cients following the model des cribed in section 7.5. Following

this methodology, a binomial distribution of node corrupti on probabilities is adopted. In

the triplet scenario the con®gurations are as follows;

� all nodes from the face in V 1 are matched to a valid face in the model graph. This

occurs with probability ( 1 � p )

3.

� Two nodes from the face match to an edge in V 2 and the other node is null-matched.

This occurs with probability p ( 1 � p )

2.

� Two nodes are null matched and the third matches to any node in V 2. This occurs with

probability p

2
( 1 � p ) .

� All three nodes are null-matched. In this case the probabili ty is p

3.
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All other con®gurations are forbidden and account for zero p robability mass. Again

the probability mass is uniformly distributed over the rele vant class of con®gurations.

Consequently the joint triplet probabilities obey the foll owing distribution rule

P ( f ( u ) ; f ( v ) ; f ( w )) =

8

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

:

( 1� p )

3

j F 2 j

if f f ( u ) ; f ( v ) ; f ( w ) g 2 F 2

p ( 1� p )

2

j E 2 j

if f f ( u ) ; f ( v ) g 2 E 2 and f ( w ) = �

p

2
( 1� p )

j V 2 j

if f ( u ) 2 V 2 and f ( v ) = � and f ( w ) = �

p

3 if f ( u ) = � and f ( v ) = � and f ( w ) = �

0 otherwise

( 7: 20)

where F 2 is the set of triangular faces in G 2.

The pairwise distribution rule is identical to that speci®e d previously in Equation 7.11.

Again the single-label priors in the denominator of equatio n 7.19 can be obtained in the ax-

iomatic way by summing the joint probabilities and are ident ical to the previously explored

case (Equation 7.12). The compatibility coef®cients are found by substituting equations 7.11,

7.12 and 7.20 into equation 7.19. They are given by the following rule

R ( f ( u ) ; f ( v

k � 1) ; f ( v

k

)) =

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

j E 2 jj V 2 j

j F 2 j

if f f ( v

k

) ; f ( v

k � 1) ; f ( u ) g 2 F 2

j V 2 j

2

j E 2 j

if f f ( v

k � 1 ) ; f ( u ) g 2 E 2 and f ( v

k

) = �

or if f f ( v

k � 1) ; v

k

g 2 E 2 and f ( u ) = �

1 if f ( u ) 2 V 2 and f ( v

k � 1 ) = f ( v

k

) = �

or if f ( v

k � 1 ) 2 V 2 and f ( u ) = f ( v

k

) = �

or if f ( v

k

) 2 V 2 and f ( u ) = f ( v

k � 1 ) = �

or if f f ( v

k

) ; f ( u ) g 2 E 2 and f ( v

k � 1 ) = �

or if f ( u ) = f ( v

k � 1 ) = f ( v

k

) = �

0 otherwise

( 7: 21)

Again the constraint process and compatibility coef®cient s are captured without the

need for parameters. The coef®cients are based entirely on the global topological properties

of the graphs. These coef®cients and the matching con®gurations they correspond to are

displayed in Figure 7.3. This pattern of compatibilities ha s a number of features worthy of

comment. Firstly the compatibility coef®cients grade the d ifferent face constraints according

to their overall consistency. For example, in a fully triang ulated planar graph, a consistently
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Figure 7.3: Allowed face con®gurations in a triangulated gr aph

matched face has a larger compatibility value than a consistently matched edge. The pattern

of compatibilities associated with isolated edges is more complicated, but can be viewed as

discouraging violation of the ordering constraint on exter nal nodes of the clique - in a planar

graph only cyclic permutations of the external nodes are val id mappings (Wang and Abe,

1995). This is most clearly evident when the consistent edgeis between external nodes (case

3 in Figure 7.3). The compatibility in this case is large, encouraging external edges which

enforce external node ordering. As for the other edge compat ibilities, a trailing consistent

radial edge is favoured over a leading one; this pattern disc ourages the introduction of a

new edge which is potentially mis-ordered with respect to th e node v

k + 1 in the following

triplet in favour of a trailing edge whose ordering has alrea dy been evaluated with respect

to node v

k � 2. It is these ordering constraints which enhance the power of the triplet scheme

over the original edge-based relaxation scheme.

7.7 Relevance of Graph Structure to Constraints

One of the more interesting features of the compatibility mo dels presented above is their

dependence solely on graph structure. We can use this fact to elucidate the relationship
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between graph structure and the power of constraints provid ed. The compatibility coef®-

cient gives us a direct measure of the power of the constraint s provided to the probabilistic

relaxation algorithm. To explore this relationship, we wil l consider a number of special

graph structures and evaluate their corresponding compati bilities.

7.7.1 A Fully Connected Graph

In this graph structure all nodes are connected to all others . There are j V j ( j V j � 1) = 2 edges

in such a graph, and j V j ( j V j � 1)( j V j � 2) = 3 faces. The compatibilities are therefore given by

R

E

=

j V j

2

j V j ( j V j � 1) = 2
' 2 ( 7: 22)

for the consistent edges, and

R

F

=

j V j

2
( j V j � 1) = 2

j V j ( j V j � 1)( j V j � 2) = 3
'

3
2

( 7: 23)

for the consistent faces. In this situation R takes on it's lowest value and constraints are

at their weakest. However even in this regime the compatibil ities are always too large to

justify a weak-context approximation which is only valid fo r R ' 1. Finally it is interesting

to note that the face compatibility is lower than the edge; th e triplet model is little use on this

type of graph. However we should be wary about applying the fa ce model to such a graph

since the factorisation and recursive evaluation of the tri plet support function is dependent

on the graph being planar.

7.7.2 The Delaunay Graph

The Delaunay graph is a neighbourhood graph derived from the Voronoi tessellation (Ahuja

et al., 1985) of the image plane. Empirically, each node has 5.5 neighbours on average, and the

number of graph edges is therefore 2 : 75j V j . Since the image plane is fully triangulated, each

edge participates in two faces, with each face requiring thr ee bounded edges. Corresponding

there are 5: 5j V j = 3 faces in the graph. Substitution in Equation 7.21 gives

R

E

=

j V j

2

2: 75j V j

' 0: 36j V j ( 7: 24)
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for the consistent edges, and

R

F

=

2: 75j V j

2

5: 5j V j = 3
' 1: 5j V j ( 7: 25)

for the consistent faces. Clearly with this relational mode l, not only are the compatibilities

much larger than for the fully connected case, but the face mo del is also the dominant

in¯uence.

7.7.3 The Tree-like Graph

In this graph type, the nodes are connected in a tree structur e. This corresponds to the

minimally connected non-disjoint graph. There are j V j � 1 graph edges and no graph

triangles. The face model is not appropriate for this type of graph, and we must turn our

attention to the pairwise model. The edge compatibility is g iven by

R

E

=

j V j

2

j V j � 1
' j V j ( 7: 26)

It is in this situation that the edge constraints are at their strongest. This graph structure

is exactly that produced by the road network data and therefo re the edge-based scheme is

the appropriate model for that data.

7.8 Evaluation of Probabilistic Relaxation

In order to evaluate the effectiveness of this scheme we present a number of experiments with

the same datasets as described in Chapter 3. As before we quantify matching performance

against a hand-generated ideal by specifying the fraction o f the correct matches. In addition

we enumerate a new measure of the ability of the algorithm to r eject incorrect matches as

noise. This is de®ned as

F

n

= incorrect matc hes = non � n ull matc hes

The quantity F

n

2 [ 0; 1] gauges the amount of noise in the match, 0 being the best perfor-

mance and 1 being the worst.
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Figure 7.4: Examples of the appearance of spurious line-endings

7.8.1 Road Networks

The road network data used in the ®rst study is presented in Ap pendix A. This data is

ideally suited to our needs in that it closely ful®ls the cond itions set out in section 7.4;

the road network is tree-like by design in order to join the no des with the lowest edge

density possible. The graph has the same topological structure as the road network itself

and is essentially tree-like in nature. As discussed earlier, a tree-like graph provides the

most powerful set of constraints for the edge-based algorit hm to work with. Furthermore

spurious road connections are rarely detected. However the corruption processes which

affect the graph generate a plethora of spurious line-endin gs, while non-existent T-junctions

are much more rare. For this reason we distinguish between th e two types of junction

when presenting the results. Figure 7.4 shows some of the common ways in which spurious

line-endings appear.

In this experiment we consider two types of matching task. In the ®rst of these we

attempt to match lines extracted from aerial images acquire d at different altitudes against

a model in the form of a digital map. In this case we only antici pate feature drop-out and

noise to be present in the lines segmented from the image data. We therefore operate our

scheme in the scene-to-model mode. The second task is more complex and challenging; it

involves the matching of the different altitude aerial imag es against each other. Since feature

drop-out and noise will be present in both images, we operate the scene to scene method.

The experiments here involve the matching of 198 nodes in the low-level image of

which 109 are T-junctions, 400 nodes in the high-level image of which 256 are T-junctions,

and 158 nodes in the map of which 92 are T-junctions. Figure 7.5 shows the results of a

typically matching experiment; the top set are the correct m atches and the lower set are the

incorrect matches. The lines representing correct matchesform a conical envelope due to the
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common transformation between the points in the two images, but it should be noted that

our algorithm makes no use of this transformational informa tion. The organisation comes

about purely from the application of topological informati on to the initial label probabilities.

Table 7.1 summarises the results in terms of two quantities; F

c

the fraction of correct matches

(correct matches/maximum available correct matches) and t he noise fraction F

n

(number

of incorrect matches/number of non-null matches). The expe riments are carried out on

a variety of data sets; the full low and high altitude test ima ges and map data and small

sub-sections of these three images.

Figure 7.5: Matching results for road-network graphs using probabilistic relaxation

Table 7.1 shows the effectiveness of the method; T-junctions are matched with a correct

fraction of above 80% and a noise fraction of below 16% for all data-sets except the large

map to the large high image; this particular data-set repres ents the largest difference in

scale. Because of the scale difference, there exists greater topological detail in the larger

scale image than in the small scale image and a correspondingdifference in the topological

relationships which makes the matching a more challenging t ask.
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Matching R F

c

F

n

1. small map small low 5 T-junctions 1.0 0.0

Line endings 0.91 0.0

2. small low whole map 30 T-junctions 1.00 0.06

Line-endings 0.75 0.33

3. small high whole map 30 T-junctions 0.84 0.16

Line-endings 0.61 0.67

4. small low whole high 84 T-junctions 0.84 0.16

Line-endings 0.48 0.75

5. whole low whole map 30 T-junctions 0.81 0.16

Line-endings 0.76 0.68

6. whole map whole high 84 T-junctions 0.61 0.30

Line-endings 0.64 0.64

7. whole low whole high 84 T-junctions 0.88 0.11

Line-endings 0.81 0.56

Table 7.1: Summary of Results from Probabilistic Relaxation
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The results also illustrate the increased dif®cultly in mat ching the line-endings with this

method; the results for this class are inferior to the T-junc tions and the noise rejection of the

algorithm is very poor.

7.8.2 Synthetic Delaunay Graphs

Finally we present the results of matching synthetically ge nerated Delaunay graphs as de-

scribed in Appendix A, using the triplet compatibility mode l described earlier in the chapter.

Figure 7.6 summaries these results in comparison to the discrete relaxation approach. Clearly

the probabilistic relaxation method is inferior in perform ance, however it does perform well

over a wide range of corruption levels despite the lack of con trolling parameters. There

are two main reasons for the reduced performance as compared with our original discrete

relaxation scheme; ®rstly although the triplet compatibil ities do encourage the ordering

constraint on the clique mappings, ordering can still be vio lated by the introduction of null

matches. The discrete approach uses a dictionary of SPMs which encodeonly the legitimate

mappings, so in this sense the constraints are stronger. Theother factor to consider is the

natural way in which the probabilistic scheme assigns corru ption to a null category - the

discrete scheme makes no attempt to identify noise and therefore has an easier task. The

issue of identifying match noise is dealt with in Chapter 4. B oth schemes converge to the

same level of performance at around 60% corruption. It is als o interesting to note that a fully

correct match is not produced even for identical graphs - thi s demonstrates an inability of

the scheme to recover from a poor initial labelling.

7.9 Conclusions

In this chapter we have developed a model which, in addition t o the Kittler and Hancock

(Kittler and Hancock, 1989) theory of probabilistic relaxa tion, allows us to match relational

graphs based on their topology. The model so produced has pro ved to be entirely free

from parameters and experiments have shown that this parame ter free model is able to

match graphs with a wide range of corruption levels without t he need for any adjustments.

However the scheme must be tailored to the type of graph struc tures expected to be present;
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Figure 7.6: Results for synthetic graphs using probabilist ic relaxation

for example a different scheme must be used when matching Vor onoi triangulations and tree-

like graphs. The compatibilities derived from graph topolo gy give information concerning

the power of constraints operating in the graph and the feasi bility of matching different

graph structures using probabilistic relaxation techniqu es.

The scheme is fast and converged quickly, generally in less than 10 iterations, and works

well on tree-like graphs. However the triplet approach is sh own to be inferior to the discrete

relaxation approach on synthetic Delaunay graphs.
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Chapter 8

Hierarchical Matching

8.1 Introduction

The natural world from which real vision problems are derive d contains complicated struc-

tures which are dif®cult to model using just one type of symbo lic representation or one

level of abstraction. Objects more usually consist of a natural hierarchical structure in which

simple scene elements such as regions of colour or texture and edges are built up into more

complex entities such as surfaces, shapes and objects. In order to represent and model

the hierarchical properties of real objects we need to develop methods of describing and

matching hierarchical graphs.

One key element of such a method is the choice of scene primitives and groupings

(Dickenson et al., 1992). This choice has implications for the modelling and matching

phases of any method. The use of large and complex scene primitives means that object

models can be represented by few features and the complexity of matching two such models

is kept low. However the reliable recovery of complicated sc ene primitives is very dif®cult.

The use of them results in a greater fraction of feature dropo ut and misclassi®cation. The

matching phase is then hindered by graph noise. On the other h and, simple scene primitives

are easy to extract but result in a greater burden on the matching phase. For a comprehensive

review of different models of object matching, see (Besl and Jain, 1985; Chin and Dyer, 1986)

Typically a hierarchical matching of scene graphs proceeds using conventional graph

matching techniques such as search (Dickinson et al., 1992;Sengupta and Boyer, 1995) or
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optimisation (Lau et al., 1993), with the matching results f rom one level being used to reduce

the search space at the next level.

8.2 A Hierarchical Criterion

We begin by establishing a simple formalism to describe hier archically structured graphs.

The hierarchical structure which we describe here is based on a uniformity of object-type

within a level. That is to say that all objects at one level of t he hierarchy have an identical

relationship to the level above, the level below and to each o ther. For example, corners and

parallel lines could form one level of the hierarchy togethe r, since both consist of lines at

the level below, form parts of faces at the level above and may be adjacent by the sharing of

scene lines. One ®nal limitation on the hierarchy is that all objects at one level are entirely

constructed from units in the level below. In other words sce ne detail is subsumed at the

higher levels, and no new features are introduced. Figure 8. 1 demonstrates an example of

just such an organisation.

The hierarchy then consists of a number of levels, each containing objects which are fully

described by children at the level below. Formally the level s are described by

G = ( V

l

; E

l

; 8 l 2 L )

with L being the set of levels in the hierarchy and t and b used to denote the top and bottom

levels of the hierarchy respectively. V

l is the set of nodes at level l and E

l is the set of

intra-level edges at level l . The nodes at level l are also characterised by a set of unary

measurements denoted X

l . The children or descendents which form the representation of

an element j at a lower level are denoted by D

j

. In other words, if u

l � 1 is in D

j

then there is

a link in the hierarchy between element j at level l and element u at level l � 1. According

to our assumptions, the elements of D

j

are drawn exclusively from V

l � 1.

The match between scene graph G 1 and model graph G 2 is represented by a mapping

function f

l

; 8 l 2 L :

f

l : V

l

1 ! V

l

2

In general the upper levels of the hierarchy are more sparsely populated with entities,

due to the amalgamation of scene structure into representational models. The upper levels
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Parallel lines

Parallelogram Face

Figure 8.1: Example hierarchical graph
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are more closely related to world structure while the lower l evels represent image structure.

It is for this reason that it is dif®cult to match the world-or ientated upper levels using image

information. Such a representational hierarchy is therefo re necessary in order to propagate

image information through increasingly more abstract repr esentations.

The development of a hierarchical criterion proceeds along a similar line to the discrete

criterion (Chapter 2); the quantity of interest is the MAP es timate for the mapping function

f , i.e.

P ( f

l

; 8 l 2 L j X

l

; 8 l 2 L )

Again we are able to factorise the measurement information o ver the set of nodes by ap-

plication of Bayes rule under the assumption of measurement independence on the nodes.

The critical modelling ingredient is the joint prior of the m apping function;

P ( f

l

; 8 l 2 L ) ( 8: 1)

which represents the in¯uence of structural information on the matching process.

The information provided to us from the scene is generally in terms of image primitives

such as line segments or regions. This information is only di rectly relevant to the lowest level

of the hierarchy in which the representation is closest to th e image. Our task is therefore to

propagate this information upwards through the hierarchy. To commence the formulation

of a hierarchical matching scheme, we assume levels are conditionally dependent only on

the levels directly above and below. This assumption allows the factorisation of the joint

probability in a manner analogous to a Markov chain of probab ilities. Since we wish to draw

information from the bottom upwards, the chain of factorisa tion begins from the highest

level of labelling. The expression for the joint probabilit y of the hierarchical labelling is

P ( f

l

; 8 l 2 L ) = P ( f

b

)

Y

l 2 L;l 6= t

P ( f

l + 1
j f

l

) ( 8: 2)

We can now focus our attention on the conditional probabilit ies P ( f

l

j f

l � 1
) . These

factors express the probability of a labelling at the curren t level given a previously de®ned

labelling at a lower level. We can use the concept of decomposing the graph into clique

units to evaluate this probability in a similar fashion to th at in Chapter 2. However in the
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Possible mappings of children:     1,2,3 A,B,C

C,B,A

Parents

Children

Figure 8.2: Example constrained children mappings

hierarchical case the matching of child nodes is also import ant in gauging the quality of

match.

It is important to note that we still need to explore only thos e mappings which are

topologically identical to the clique j and therefore the possible mappings of the child nodes

are heavily constrained by the mappings of the parents (Figu re 8.2)

We proceed as before with the best estimate of the conditional probability being the mean

value of the clique probabilities. Therefore we write

P ( f

l

j f

l � 1
) =

1
j V

l

j

X

j 2 V

l

P ( �

l

j

j f

l � 1
) ( 8: 3)

In order to gauge this probability, we require a dictionary o f corresponding graph sub-

units from G 2. These are formed in exactly the same way as the mappings were generated

in Chapter 2.15; the SPMs are generated from intra-level relationships only in exactly the

same fashion as with the single level criterion. We denote th e set of SPMs by P and hence

the conditional clique probability is given by

P ( �

l

j

j f

l � 1
) =

X

S 2P

P ( �

l

j

; S j f

l � 1
)

=

X

S 2P

P ( �

l

j

j S; f

l � 1
) P ( S j f

l � 1
) (8.4)

We can now see that there are two distinct elements to our mode l. The ®rst element is

the comparison between our mapped realisation of the clique from graph G 1, �

l

j

, with the

selected unit from graph 2 and the mapping from level l � 1. Here we take the view that once
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we have hypothesised a particular mapping from P , the mapping f

l � 1 provides us with no

further information. The matched clique �

l

j

is conditionally independent given a mapping

from the set of SPMs and we may write the ®rst term as P ( �

l

j

j S ) . The second term is the

signi®cant one in evaluating the impact of the labelling at t he previous level - the possible

mappings are weighted according to their probability given the mapping at the level below.

The ®nal expression for clique probability is

P ( �

l

j

j f

l � 1
) =

X

S 2P

P ( �

l

j

j S ) P ( S j f

l � 1
) ( 8: 5)

All that remains now is to evaluate these two probabilities a ccording to the node labels

they contain. We represent the matched realisation of the cl ique in terms of node matches by

�

l

j

= f 
 0; 
 1; : : : g . In this case the ®rst term is identical to the original expre ssion in Chapter

2 and is given by

P ( �

l

j

j S ) =

Y




i

2 �

l

j

P ( 


i

j s

i

) ( 8: 6)

where

P ( 


i

j s

i

) =

8

>

>

>

<

>

>

>

:

P

s

if 


i

= d or s

i

= d

( 1 � P

e

)( 1 � P

s

) if 


i

= s

i

P

e

( 1 � P

s

) otherwise

( 8: 7)

The second term is more subtle; it represents the conditional probability of the SPM

S given a previously determined label at the level below. Howe ver the mapping contains

labels only from the current level l , not labels from level l � 1. We can reconcile this difference

by noting that selection of a particular mapping at level l limits the number of consistent

mappings allowed topologically at the level below. In other words if one node is mapped to

another at level l , the consistent interpretation is that the children of the n odes must match

to each other. By applying this constraint the labelling at l � 1 and a set of allowed mappings

of the child nodes can be used to gauge the probability of a par ticular SPM occuring. These

legitimate mappings are referred to as Hierarchy Preservin g Mappings or HPMs. We will

denote the set of HPMs derived from an SPM S as Q

S

and a member of this set as q . Using

this model the conditional probability P ( S j f

l � 1
) is given by
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P ( S j f

l � 1
) =

X

q 2Q

P ( S; q j f

l � 1
)

=

X

q 2Q

P ( S j q ; f

l � 1
) P ( q j f

l � 1
) (8.8)

(8.9)

We can now assume that S is conditionally independent of f

l � 1 given q , and arrive at

the expression

P ( S j f

l � 1
) =

X

q 2Q

P ( S j q ) P ( q j f

l � 1
) ( 8: 10)

Traditionally, dictionary based hierarchical schemes hav e operated by using a previous

labelling at another level to reduce the dictionary set by el imination of items which are

inconsistent with the previous labelling. This approach ca n easily be incorporated into

our scheme by setting P ( q j f

l � 1
) equal to 1 for consistent items and 0 for those which are

inconsistent. However we propose a different approach; by a dopting the same kind of label

distribution used in Equation 8.7 we can grade the SPMs according to their consistency with

f

l � 1. The model is speci®ed by

P ( q j f

l � 1
) =

Y

q

i

2 q

P ( q

i

j f

l � 1
( v

i

)) ( 8: 11)

where

P ( q

i

j f

l � 1
) =

8

>

>

>

<

>

>

>

:

P

s

if dummy node match

( 1 � P

l � 1
e

)( 1 � P

s

) if q

i

= f

l � 1
( v

i

)

P

l � 1
e

( 1 � P

s

) otherwise

( 8: 12)

The value P

l � 1
e

must be set to re¯ect the prevailing level of label-errors at level l � 1. For

the conditional probability of the SPM given the HPM q , we adopt a simple uniform model

under the assumption that all legitimate mappings are the sa me, i.e. P ( S j q ) = P ( S ) =

1
jP j

8.2.1 Reversibility

The expressions above have been developed under the assumption that we are ascending

the hierarchy from the lowest level of scene primitives up to complete objects. Of course

the choice of the lowest level as representing primitives is purely arbitrary; the consistency

133



criterion can also be evaluated from the top level downwards . The only change to the scheme

is in the HPMs which depend on inter-level relationships. By calculating the appropriate

HPMs we can traverse the hierarchy in either direction.

8.3 An Example Hierarchy

The hierarchy which we propose here is a grouping hierarchy; objects at a lower level are

progressively grouped into more complex entities. There is a separation between image

primitives such as line segments and regions, and more representational objects such as

quadrilateral faces.

Of course the relative complexity of the various levels of gr ouping are of fundamental

importance to the hierarchical approach both in terms of it' s ability to identify meaningful

structure and in terms of it's computational tractability. Simple scene objects result in a

large and complex structural model because so little of the s cene structure is subsumed

into tokens, and correspondingly the optimisation phase of the matching has an increased

burden. On the other hand, it is more dif®cult to reliably rec over more complicated scene

primitives, resulting in increasing graph noise at the more powerful representational levels

(Dickenson et al., 1992).

In contrast to Dickenson et al (Dickinson et al., 1992) who use a search technique to

match their hierarchical structures, we have an optimisati on technique which can match

large structural graphs relatively quickly. It is appropri ate then to adopt relatively simple

primitives and rely more heavily on the optimisation phase.

At the lowest level we adopt straight edge segments as our pri mitives. The natural

grouping of such segments is in terms of corners and parallel lines, and these perceptual

units form the second level. These groupings can be used to identify parallelograms in

the scene which, under the assumption of weak perspective, represent possible rectangular

object faces. These parallelograms form the top level of thehierarchy.

As an example of such a hierarchy, Figure 8.3 illustrates the hierarchical representation

of one aspect of a cube in an image.

Even for a simple object such as the aspect of a cube, the hierarchical graph produced
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Figure 8.3: Hierarchical graph of a cube

is quite complex. Here we are only interested in the methodol ogical aspects of hierarchical

matching and consequently we will adopt a simpler two level h ierarchy based on corner

relations.

8.4 Discrete Relaxation With Hierarchical Corner Graphs

In this section we develop a hierarchical matching scheme based on line-segments and

corner objects. The method of extracting these elements from the scene is explained in detail

in Appendix A; here we will discuss it brie¯y. The lines repre sent either edges or lines in

the image and are extracted with an edge detector (Kittler an d Hancock, 1989). This edge

image is then grouped into meaningful perceptual groupings using the software of Etamadi

(Etemadi et al., 1991) which produces the straight-line and corner groupings of interest here.

The ®nal element to the graph representation is a set of intra-level relationships. These

relations play a parallel r Ãole to the edges in the non-hierarchical relaxation scheme. Again

we adopt the Voronoi tessellation and associated Delaunay graph to generate the intra-level
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graph edges.

8.4.1 Mappings

The structure-preserving mappings (SPMs) represent intra -level structural information and

the SPMs are generated in exactly the same fashion as described in Chapter 2. The hierarchy-

preserving mappings are generated in this speci®c corner/l ine representation by exploring

the possible mapping of child lines given the corner match ab ove. Since each corner consists

of two line-segments, there are two HPMs for each corner part icipating in the SPM at the

level above and hence 2j S j HPMs altogether.

As described earlier we can explore the hierarchy in either d irection. When descending

the hierarchy corner mappings become the children of lines. In this case the HPMs are

determined as follows: A clique of the lines consists of a cen tral line and the external lines

which are direct Voronoi neighbours of the centre. Consider the central line and one of the

external lines; if they do not mutually participate in a corn er relation there is no hierarchical

constraint and the hierarchical portion of probability is i gnored. If on the other hand they

do participate in a corner, this unit can provide a hierarchi cal constraint. In this case there is

just one HPM; the corner must map to the corresponding corner of the mapping of the two

lines (see Figure 8.4).

Armed with these SPMs and HPMs we can evaluate the hierarchic al criterion in Equation

8.3. The strategy we use is to ®rst match the lines with a non-hierarchical criterion to

obtain an initial labelling. Then we match the corner level w ith the hierarchical criterion

incorporating information from the initial line labelling . Finally the lines are re-matched

with the hierarchical criterion for descending the hierarc hical graph.

8.5 Experimental Results and Discussion

The discussion of the performance of the hierarchical scheme begins with a small test case

to demonstrate how the hierarchical criterion can reduce am biguity between similar graphs

by introducing information from an additional level of repr esentation. Figure 8.5 shows a

graph which is symmetrical at the top level of representatio n and consequently ambiguous
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Figure 8.5: Test case: Ambiguous graphs

at that level. However at the next level there are de®nite dif ferences between the children.

The graphs under consideration are ambiguous at the parent l evel because there is a

symmetry which does not permit distinction between the mapp ings ( 1; 2; 3) ! ( A; B ; C )

and ( 1; 2; 3) ! ( C ; B ; A ) . Table 8.1 shows how the HPMs introduce information from the

child level which distinguishes between the two possibilit ies.

However this simple case does not address some important pro perties of real hierarchical

graphs; segmentation of real images into a hierarchical structure is dif®cult and prone to

error. For this reason the method has also been tested on somereal data; the data under

study here is based on the SAR data discussed in Appendix A and consists of linear ®eld

boundaries at the lowest level and corners and the top level. Firstly a matching set of lines

from the data and model has been extracted, so that all lines in the data have a matching

line in the model. Corruption has then been added by deleting a certain number of lines in

the data and adding the same number of lines at random positio ns and orientations. Figure
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Corrupted Data Original Data

Model Lines

Figure 8.6: Example hierarchical datasets

8.6 contains an example of such a process.

Table 8.2 provides a summary of the comparison between the performance of the original

discrete relaxation method on the lowest graph level of the l ines, and the hierarchical

approach using lines and corners. The result show that there is no improvement in the

labelling with application of the hierarchical criterion, and in some cases the labelling

becomes less accurate. This result can be attributed to the unreliability of the extracted

perceptual relations; these relationships are unstable and corrupted to the extent that they

provide dis-information to the matching at the next level.

8.6 Conclusions

In this chapter a hierarchical criterion has been developed which makes use of the concept

of hierarchy preserving mapping between two hierarchical g raphs. Development of this

idea leads to a consistency criterion in which the probabili ty of a particular mapping at

one level is gauged by the topologically allowed mappings of the children of that mapping.
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Examination of a test case has shown that this method can disambiguate graphs which are

ambiguous at one level of abstraction. Results on image datawith lines and corners as graph

nodes expose a weakness in the hierarchical approach; the method needs reliable relational

information to improve over the single level approach.
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( 1; 2; 3) ! ( A; B ; C ) HPMs Value ( 1; 2; 3) ! ( C ; B ; A ) HPMs Value

5 ! D c 5 ! dummy b

4 ! E c dummy ! D b

4 ! dummy b

dummy ! E b

Total c

2 Total 2b

2

Table 8.1: Mappings between the test graphs using a hierarchical criterion

Level of Corruption Single-level relaxation F

c

Hierarchical relaxation F

c

0.15 0.5 0.45

0.2 0.67 0.56

0.27 0.47 0.47

0.34 0.42 0.42

Table 8.2: Comparison of normal and hierarchical relaxatio n
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Chapter 9

Summary and Concluding Remarks

9.1 Summary of Contribution

In this thesis a method has been developed to match relational graphs using symbolic graph

information derived from the topology of the graphs under st udy. The graph structures are

decomposed into sub-units and it is the set of topologically valid mappings between these

sub-units which provide constraint information to the matc hing process.

By de®ning a probability model in which label errors and unma tched graph nodes

may appear, using a similar approach to that of Hancock and Ki ttler (Hancock and Kittler,

1990a), a measure of similarity between graph units is de®ned which takes account of some

of the processes which lead to mismatches between units. This model softens the relational

constraints in the sense that it tolerates a certain level of node mis-matches and missing

nodes. The degree of toleration is controlled by two paramet ers, the probability of label

error and the probability of relational corruption. As oppo sed to the MAP estimation scheme

of Geman and Geman (Geman and Geman, 1984) these parameters have a meaning in terms

of the quality of the current match and the corruption level p resent in the graph structures.

In contrast the attribute-based techniques of Kittler et al (Kittler et al., 1993) and Boyer

and Kak (Boyer and Kak, 1988), this measure of consistency isa purely symbolic one, and

in contrast to (Shapiro and Haralick, 1981) it provides a ®ne measure of symbolic match

consistency.

This criterion is then coupled with a MAP discrete relaxatio n updating scheme which
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makes use of a set of unary measurements on graph nodes. Theseunary measurements are

used both to generate an initial matching state, and in the MA P update procedure.

With experimental studies on both aerial image data and synt hetically generated random

dot patterns, it is shown that the proposed scheme is extremely tolerant to poor initial match-

ing conditions when the graphs are uncorrupted. For example , if the unary probabilities

are suf®ciently accurate to locate 10% of the correct matches initially, the relaxation scheme

is able to increase this to a full 100% of matches correctly located. When the initial labelling

is 5% correct, 95% of matches are located and when the initial labelling is just 2% correct,

85% of correct matches are still found. The algorithm is also extremely tolerant to occlusion

of portions of the data graph, ®nding the fully correct match with up to 85% occlusion.

Above this level however the matching is completely inopera ble. The method also shows a

robustness to moderate levels of corruption; with up to 20% o f the nodes corrupt, 90% of the

correct match is recovered. The performance degrades steadily until at 60%-70% corruption

there is little advantage to the application of the relaxati on scheme. Examination of the

performance of a con®guration-only scheme without persist ent measurement information

showed that such an approach is ineffective because noise from incorrect patterns interferes

with the matching process.

Three methods of controlling spurious graph elements have a lso been studied. The ®rst

method was a constraint ®ltering approach applied as a post-processing step after the match

has been located. This method has many similarities with max imal clique methods (Barrow

and Burstall, 1976). The second method is an optimisation approach in which spurious graph

nodes are labelled as such during the matching phase. Finally a new method is developed

in which suspected noise elements are removed from the graph and the graph is actively

recon®gured during a process which attempts to ®nd the optim al partition between spurious

nodes and valid structure. An experimental study using simu lated Delaunay graphs clearly

shows that the graph recon®guration approach provides the b est performance. Explicit null

labelling in the optimisation phase proves to be the worst me thod, with constraint ®ltering

giving the intermediate performance.

In Chapter 5 a pattern-space model was proposed for the Delaunay graph which allows

the prediction of the average value of the matching criterio n at a particular level of label-
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error probability. Comparison with the values returned fro m actual runs of the algorithm

demonstrated that the theoretical prediction is accurate f or small values of the label error

probability. A method is also proposed for using this predic tion to calculate the true level

of label errors at any particular stage of the matching proce ss.

In the second part of Chapter 5, the analogy between labellin g problems and statistical

physics methods was exploited to develop a suitable potenti al for performing simulated

annealing on the labelling. The entropy of the labelling was also derived.

Chapter 6 concerned itself with relating the consistency cr iterion developed in this thesis

to some alternative methods. It was shown how the linear appr oximation to the criterion

performs a similar operation to that of the Hop®eld (Hop®eld , 1984) network under certain

limiting assumptions. This linear approximation was also r elated to a special case of the

criterion of Boyer and Kak (Boyer and Kak, 1988); the conditi on being that Gaussian attribute

deviations are used. The Boyer-Kak cost function is in this s ituation similar to the linear

approximation of our criterion if differences in structura l units are measured by the squared

distance between attributes rather than Hamming distance. In a third approximate criterion

the exponentials appearing in the criterion were approxima ted by delta functions. This

approximation was shown to be equivalent to the method of Sha piro and Haralick (Shapiro

and Haralick, 1981) when cliques are used as relations. A comprehensive experimental

comparison of all these methods demonstrated that the expon ential criterion out-performs

the alternatives and exposes particular areas of weakness in the approximate approaches.

Finally in Chapter 6 a non-deterministic update method and s imulated annealing were

compared to the standard gradient ascent approach to optimi sing the matching criterion. An

experimental comparison of the methods showed that there wa s no advantage to be gained

from a more complicated optimisation method in terms of the m atching performance.

Using a similar topological corruption model to that applie d to the development of

the discrete criterion, a scheme for the speci®cation of compatibility coef®cients has been

developed within the probabilistic relaxation framework o f Kittler and Hancock (Kittler

and Hancock, 1989) . The compatibility coef®cients in question were structurally based and

entirely free from parameters, and thus were applicable und er a wide range of conditions.

The scheme must however be tailored to the type of neighbourh ood relations present in
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the graph; for example tree-like graphs used compatibiliti es based on node-pairs, whereas

a fully triangulated planar graph such as the Delaunay graph used node-triplets. The

compatibilities were also shown to provide information con cerning the power of constraints

operating within different graph structures. Again a set of experiments on real and synthetic

datasets showed that the schemes could effectively match relational graphs, although the

results were inferior to the discrete relaxation scheme.

Finally in Chapter 8 a discrete hierarchical criterion was d eveloped using the same

structural models and topology-preserving mappings which were applied to the single

level case. The resulting criterion evaluated potential ma ppings with respect to a set of

structure-preserving mappings at a single level. In turn th e probabilities of these SPMs are

evaluated in terms of the possible mappings of children and a previously know match at

the level of the children. However the results on hierarchic al image graphs were inferior to

that produced by the single-level relaxation scheme.

9.2 Further Work

The control of the label-error probability is an issue which is potentially important to the

performance of the discrete matching algorithm. This quant ity effectively controls the level

of smoothing applied to the criterion; if a dataset is under- smoothed the potential exists

for the update algorithm to become trapped in local minima of the criterion. On the other

hand if the function is over-smoothed, convergence to the so lution becomes too slow and

the update process is unnecessarily time consuming. Althou gh in Chapter 5 a method for

calculating the prevailing level of error-probability was presented, there are two problems

with this approach. Firstly there is inevitable uncertaint y and variation in the data to which

the method is very susceptible, and therefore the resulting error-probability is unreliable.

Secondly it is not clear that prevailing level of error-prob ability is the optimal value to use

for P

e

in the subsequent iteration; experimental studies suggest that this value is not optimal

in terms of creating a quickly converging algorithm. It is th ought that it may be possible to

use a pattern space model to predict the expected depth of any local minima of the criterion

and to set the label-error probability P

e

accordingly.
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A second unresolved issue is the poor performance of the hier archical criterion on real

hierarchical datasets. The lack of improvement with applic ation of the hierarchical method

is thought to be caused by a lack of reliable relationships in the hierarchical data. If this

is the case, further work is required to provide methods for e xtracting reliable hierarchical

relationships between elements of the scene. On the other hand, the hierarchical criterion

requires careful control of the relative power of constrain ts from the current level and a

previously labelled level. It may be this factor which is the cause of labelling problems; at

this moment the issue is still unresolved.

It is also thought that the method of optimisation used durin g the active graph recon-

®guration process (Chapter 4) has not been addressed; whilewe have shown that in terms

of matching alone the gradient ascent method is suf®cient to locate the best match, it is not

clear that the method is suitable when modi®cation of the gra ph structure takes place. Infact

the graph modi®cation process is rather coarse in terms of it's effect on graph structure -

a node is either wholly removed or wholly present and there is no provision for softening

the process in the same manner as the label-error process softens incorrect labellings. In

this case a stochastic optimisation process may be more suitable, and recently considerable

success has been achieved using a genetic search procedure (Cross et al., 1995). It may also

be bene®cial to soften graph edges and allow them to exist with a probability between 0 and

1.
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Appendix A

Data Extraction and Graph Formation

A.1 Data Preparation

In order to study relational matching tasks we require data s ets which are abstracted in

terms of graphs. This section describes the extraction of data sets which are to be used in

the experimental evaluation of the relaxation schemes. Two experimental data sets have

been chosen for analysis. These two data sources are gathered using different sensors

and therefore offer different challenges both in the set of f eatures to be matched and in

the different types of relational graph abstractions used t o represent them. The infra-red

example presented in section A.1.1 is relatively straightf orward because the features are

easily detected and the relationships between them clear and easily abstracted into a graph

representation. In the SAR example (section A.1.2) noise and clutter are important factors

and the extraction of relationships is dif®cult and uncerta in.

A.1.1 Infra-Red Images

Figure A.1 shows a pair of infra-red(IR) line scan images. Th ese images have a number of

important features. The most salient feature of the images i s the ability of the detector to

pick up areas of tarmac, particularly roads. For this reason we have chosen the road network

as the basic feature in these images. The images are distorted, they have a large degree of

cylindrical distortion in the x-direction. The y-directio n is controlled by the motion of the

aircraft containing the scanner - the y-scale is dependent on the speed of that motion and
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Figure A.1: Infra-red images

Figure A.2: Low and high altitude lines

distortion occurs if the aircraft changes direction.

Roads appear in the image as high-intensity line features, and are segmented using a

line-®nder. The line extractor, due to Kittler and Hancock ( Kittler and Hancock, 1989),

applies orientational line ®lters at four different direct ions in the image to enhance intensity

ridges. The connectivity of the lines thus produced is enhan ced by relaxation labelling using

a dictionary of allowable line structures. Details of this a pproach are given in Ref. (Wilson

and Hancock, 1993a). The output from the line detector is shown in Figure A.2.

The web of line contours is cleanly segmented from the backgr ound; there is little noise or

image clutter and the contours are strongly connected. Because the line-detector dictionary

explicitly encodes contour junction structure, these feat ures are also detected with little

dropout.
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Figure A.3: Raw SAR Image

At the next stage a graph representation of the road network i s required for relational

matching to proceed. For this task I adopt an approach simila r to that in (Ayache and

Lustman, 1987) and (Herault et al., 1990), using the T-junctions and line-endings which

delineate linear segments as feature points. These features are easily identi®ed using the

junction representation present in the line-®nder. Arcs re presenting relationships in the

graph are therefore road connections between the junctions. Measurement information

is generated from the scene thus; each node is encoded with information about the line

segments forming the junction which the node represents. Each line is characterised by the

length of the arc between junctions and also the angle at whic h the line leaves the junction.

A.1.2 SAR Images

SAR(Synthetic Aperture Radar) images, in contrast to the IR data, have very little distortion

of the image plane, rather they exhibit a sever noise and anisotropies associated with the

directionality of the radar. The radar is sensitive changes in height at ground level - it detects

elevated features such as houses, woodland and hedges. An example SAR image is shown

in Figure A.3. Inspection of Figure A.3 also reveals a degree of shadowing.
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Figure A.4: Results of line detection and grouping

The most evident features in these rural scenes are the linear hedge structures along

®eld boundaries. Again we apply the relaxational line-dete ctor to extract these features, but

with a number of re®nements. The relaxational operator draw s on an accurate noise model

for the SAR data, due to Evans and Hancock (Evans et al., 1994). The noise distribution is

speci®ed with a Bessel function rather than the Gaussian which is used to model noise in

more conventional image domains.

The extracted line contours are considerably more noisy and fragmented than in the

previous IR data set. The gaps are caused by breaks in the image intensity pro®les, and mirror

the fragmentary nature of real hedges, which also have gaps and breaks. For our purposes

we require a well connected line segment as the representation of a single continuous hedge.

To this end the contour grouping of Shashua and Ullman (Shash ua and Ullman, 1988) is

applied to the ridge contours. The results are shown in Figur e A.4.

After this processing, meaningful linear segments may be de rived from the line contours.

These are shown in Figure A.5.

The objective is again to form a relational graph representa tion of the scene, however in

contrast to the IR data junctions are not well detected and li nes are fragmented - the original

junction/road representation will not suf®ce for this type of image.

Two elements are required for the formation of a relation gra ph. Firstly we must abstract

the scene in terms of a set of `objects' which make up the image. In Figure A.5 the image

is composed of line segments - we therefore adopt these as theobjects which are the nodes

of the graph. The second element is a set of relationships between the objects. Ideally

these relationships should as robust as possible to segmentation errors, since the matching
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Figure A.5: Line segments

process is relation-based (Ranganath and Chipman, 1992). Geometric properties which are

invariant to rotation and scale are often used (Chipman and R anganath, 1992; Tang and

Lee, 1992; Horaud and Skordas, 1989) since they have the desired robust properties over a

range of image transformation. We however propose to use pur ely topological relations;

two particular variants, Voronoi neighbours (Tuceryan and Chorzempa, 1991) and corner

relations are used in this study. Topological relations hav e the desired invariant properties

with the added advantage that their speci®cation is purely s ymbolic. The choice of exactly

which relation set is best is an open topic of research; I discuss the value of different relational

graph structures in the thesis, within the context of relati onal matching tasks.

Geometric information is again encoded in the graph. In this case line lengths are

considered inaccurate because of line fragmentation and are not used. Angle information

is more reliable that in the IR images because of the lower level of image distortion. The

measurements therefore consist of line-angles only.

A.1.3 Map data

Ordinance Survey maps of the areas detailed in the above images are also available. These

are shown in Figure A.6.

These provide `ground truth' information to which the image data can be matched. In

the case of the road network the OS map provides an accurate representation of the true

road network and can therefore be considered as an uncorrupt ed representation of the

corrupted and uncertain information in the images. For the S AR data we are interested
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Figure A.6: Map data

in hedges - these do not appear as a separate cartographic feature in the map and so some

clutter appears in the map(Figure A.6). Furthermore hedges are subject to seasonal variation

and disappearance and so the map is an intrinsically inaccur ate scene representation. The

possibility exists of corruption in both the image and map gr aphs.

The maps exist in the form of vectors representing the lines p resent in the map. There is

no need therefore for a line-detection phase; graphs are extracted in the same fashion as the

corresponding image data.

A.2 Synthetic Data

While real data provides a concrete experimental test of the methods under study in this

thesis, there is an insuf®cient quantity and variation in th ese data-sets to provide a rigourous

examination of the performance of these matching algorithm s. To achieve this end we need

to generate synthetic data-sets in which we can control the l evels of noise and measurement

uncertainty.

The simplest and most controllable scheme we can use is the random dot pattern. Dots

which represent the nodes in a graph are places at random locations in the image plan.

Associated with each one of these dots is unary measurement which is used later to provide

the initial matching probabilities which seed the relaxati on scheme. A set of relations

between these points is generated as before using the Voronoi tessellation. The output of
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this process is the uncorrupted model graph.

A second pattern of dots is then generated, identical to the ®rst aside from two alter-

ations. The uncertainty in measurement information is inco rporated by adding a Gaussian

measurement error to the second measurement, the variance being under user control. To

simulate corruption in the graph, a set fraction of points ar e removed from the graph and the

same number of new points are put in their place with random lo cations and measurements.

The Voronoi tessellation is then generated as before.

This scheme allows control over two aspects of the matching p rocess, namely the quality

of the initial match and the level of relational corruption.

A.3 Initial Match Probabilities

The essence of the relaxation approach is to re®ne a set of initial labellings or matches by

incorporating information from neighbouring matches. In t his fashion consistency can be

imposed on the labeling. An initial labelling is required in order to seed the relaxation

scheme; in the case of graph-matching these take the form of aset of initial, non-contextual

match probabilities between nodes in the two graphs.

The modelling of the initial probabilities draws on transfo rmational differences between

the scenes under study, and is based on the geometric properties of the lines forming those

scenes. Both segmental inaccuracies and geometric distortion are present and so these must

be captured by the probability distributions proposed to ex plain the measurements.

The simplest case is that of the SAR images. Lines in these images are encoded only

with unary angle information. Furthermore line angle is una ffected by segmentation errors

such as line fragmentation. We need only account for uncerta inties present in the process

of angle detection. The angle af®nity between two lines is th erefore given by the following

Gaussian distribution

�

�

( u; v ) = exp

"

�

( �

u;v

� � )

2

2�

2
�

#

( A : 1)

where �

u;v

is the angle between lines u and v , � is the relative rotation of the two images,

and �

2
�

is the variance anticipated in the angle. Under the assumpti on of a uniform prior
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distribution of possible line matches, the match probabili ty becomes

P
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( A : 2)

In the case of the junction matching problem presented by the IR images we need to

combine evidence from all the lines that form a junction. We h ave both angle and length

information for these lines and so have the added complexity of incorporating line-lengths

which are subject to segmentation error. In the graph descri ption the line-sets making up

junction u are given by L

u

= f e 1 j u 2 e 1 g .

Given two sets of arcs L

u

and L

v

we must consider the support these arcs offer to

a junction match. Since we do not know which arc matches to whi ch we must compile

support over all possible match combinations; the probabil ity of a junction match is then

given by
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where q ( e 1 ! e 2 ) is the support for a match between arcs e 1 and e 2. As before the

support based on angle is given by �

�

. For lengths the support is more complex; we begin

by postulating another exponential distribution in the abs ence of segmentation error
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where S is the relative scaling of the images and S

e 1 ;e 2 = l ( e 1) =l ( e 2) is the relative scale

between the candidate lines. The possibility of segmentati on error is modelled by assuming

a uniform probability of line corruption p . The support is then summed over the possibilities

of correct segmentation and segmentation error

q ( e 1 ! e 2 ) =
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Finally the synthetic data is seeded simply using the probab ilities generated from the

af®nity
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Figure A.7: Initial Probability criterion

� ( u; v ) = exp

"

�

( x

u

� x

v

)

2

2�

2

#

( A : 6)

Null labels are given an initial probability equal to the nul l label probability i.e. P ( f ( u ) =

� ) = P

n

With the synthetic data, the variance of the measurements is already known to be that

which was originally used to generate the data. For the other datasets determining the

transformation and variance parameters is more of a problem . In the experimental studies

here, these parameters have been determined using a sample of correct matches from a hu-

man observer. However the parameters can be determined approximately in an automated

way; we ®rst de®ne an initial match criterion which is the sum of the initial match af®nities

F =

X

u 2 V 1

X

v 2 V 2

� ( u; v ) ( A : 7)

Example plots of this functional are shown in Figure A.7 when and S are varied for

the initial probabilities of the low road data to the high dat a. The correct orientation and

scale correspond to global maxima of the criterion. However in the plot of orientation there

are a number of local maxima; these correspond to rotational symmetries of many of the

road junctions. The variance in the angle can be roughly estimated from the width of the

principle maxima.
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A.4 Experimental Protocol

During experimental runs, unless otherwise stated, parame ters of the relaxation schemes

are set as follows:

� 10 iterations are used for the probabilistic relaxation sch eme, 14 for the discrete ap-

proach. It should be noted that these values are rather higher that is usually necessary

for convergence, but are set thus to guarantee that the scheme has fully converged.

� The null label probability, where used is set as follows; 0.1 2 for the road network data,

0.5 for the SAR data and equal to the level of corruption for th e synthetic data.

� The label error probability in the discrete relaxation algo rithm exponentially decays

from an initial value of 0.3 to 0.0003 on the ®nal iteration

With the synthetic data, four experiments are run at each lev el of corruption, the matching

performance being the mean of the runs. The standard deviati on provides the error-bars on

plots of synthetic results.

Matching performance is characterised by the following mea sure

F

c

=

N

c

N

p

where N

c

is the number of correct matches which are found and N

p

is the possible number

of correct matches available. Clearly the algorithm cannot ®nd more matches than the

number of uncorrupted nodes in the graph; using this de®niti on the matching performance

is represented by an number from 0 to 1 for all matching proble ms, making them directly

comparable. The ability of the algorithm to reject matching noise is characterised by

F

n

=

N

w

N

where N

w

is the number of incorrect matches which are found and N is the number of

matches produced. This quantity measures how much noise is p resent in the match. Again

the measure ranges from 0.0 to 1.0, however in this case 0.0 isthe best performance (no

incorrect matches present).
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The numbers of correct and incorrect matches are calculated by comparison with a

'ground truth' match. In the case of synthetic data, the corr ect matches are already known.

The set of correct matches for the real data must be generatedby hand.
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