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Abstract

Real-time 3D echocardiography (RT3DE) suffers from non-uniform image quality
and a limited field of view. This can be improved by fusion of multiple images. Since
accurate registration is essential for fusion of good quality, this study examines the per-
formance of different methods for intrasubject registration of multi-view apical RT3DE
images.

RT3DE images focused on the left ventricle were rigidly registered to images focused
on the right ventricle. The performance of single-frame and multi-frame registration, that
optimizes the metric for several time frames simultaneously, was examined. Further-
more, the suitability of mutual information (MI) as similarity measure was compared to
normalized cross-correlation (NCC). Evaluation of the results was based on annotations
made in the data by two observers.

It was found that multi-frame registration can improve registration results with re-
spect to single-frame registration. In addition, NCC outperformed MI as metric. If NCC
was optimized in a multi-frame registration strategy including end-diastolic and end-
systolic time frames, the automatic method performed as good as manual registration.

1 Introduction

Real-time three-dimensional echocardiography (RT3DE) visualizes the heart in a non-invasive
manner. To overcome its limitations, like non-uniform image quality and a limited field of
view, registration and fusion of multiple echocardiography images can be used [7]. Accu-
rate registration is required for this and therefore knowledge of the performance of different
methods for echocardiographic registration is important.
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Fusion of echocardiography images is addressed by Rajpoot et al. [7] and Szmigielski
et al. [9]. They used normalized cross-correlation (NCC) to register the images. To register
prestress to poststress echocardiography images Leung et al. [5] showed the superiority of
NCC over normalized MI. Mutual information (MI) was used by Shekhar et al. [8] for pre- to
poststress RT3DE registration. In the work previously cited only end-diastolic (ED) or end-
systolic (ES) time frames were registered. However, the multi-frame registration approach
of Grau et al. [1] incorperates information available in ED and ES time frames to register
RT3DE images. Nevertheless, any differences in performance between multi-frame and
single-frame registration were not addressed.

We assess the performance of several methods to register multi-view RT3DE images, as
presented at SPIE Medical Imaging 2011 [6]. The metrics NCC and MI, both commonly
used to register echocardiography images, were examined. The performance of single-frame
and multi-frame registration was compared.

2 Methods
2.1 Data

In 15 healthy volunteers two RT3DE scans were acquired using an iE33 ultrasound system
(Philips Medical Systems, Best, the Netherlands) and an X3-1 matrix array transducer. The
scans were acquired in harmonic mode during a single end-expiratory breath-hold. The left
ventricular (LV) data set (mean volume rate: 31.6 frames per heart cycle; range: 27 to 38
frames) was taken from the standard apical view, while the right ventricular (RV) images
(mean volume rate: 28.8 frames per heart cycle; range: 24 to 35) were acquired using a
modified apical view. ED frames were automatically detected by the 4D RV-Function pro-
gram (TomTec Imaging Systems, Unterschleissheim, Germany), ES frames were identified
by visual inspection. One of the data sets was excluded from analysis due to lack of visibility
of the LV walls in the RV data. A set of LV and RV images is supplied in Figure 1.

b
(e
Figure 1: RT3DE data acquired at ED. Short-axis view (top), four-chamber view (bottom).
(a) LV image; (b) RV image; (c) The fused LV and RV image (alignment of image centers);
(d) The fused LV and RV image after the initial transform was applied; (e) The fused LV and
RV image after multi-frame registration (ED and ES time frames, using NCC as metric).

2.2 Registration

Two observers independently annotated the LV and RV data by indicating the junction of the
mitral valve leaflets and mitral valve ring, as well as the position of the LV apex. Annotations

160



MULDER et al.: 3D ECHOCARDIOGRAPHY REGISTRATION 3

were performed in ED and ES images. The method was adapted from Leung et al. [5].

LV and RV images acquired at the same cardiac phase in the same subject were rigidly
registered in a multi-resolution strategy. To initialize the registration, a similar difference in
field of view was assumed for all subjects. This was approximated by the average of manual
transformations of five data sets. MI and NCC as implemented in elastix (Image Sciences
Institute, UMC Utrecht, Utrecht, the Netherlands) [4] were examined as similarity mea-
sures. The adaptive stochastic gradient descent method [3] was used to optimize the metric.
By means of single-frame registration ED or ES frames were independently registered. In
contrast, multi-frame registration was performed to register different time frames simulta-
neously. It optimizes a cost function that is the average of the metric of all separate image
pairs included in the registration process. The effect of the number of image pairs was exam-
ined by including ED and ES time frames or all available time frames. Inclusion of all time
frames required linear interpolation between ED and ES as well as between ES and the last
time frame of the data set to obtain the same number of LV and RV frames. Mean intensity
fusion was used to fuse the registered images. All methods were implemented in MeVisLab
(MeVis Medical Solutions, Bremen, Germany).

2.3 Evaluation

The difference between two sets of annotations, d(M,N), was expressed as the average of
the Euclidean distances between corresponding points, II—JZ’;ZI d(M;,N;). Where M and N
are sets of P points.

Rigid registration (in a least squares sense [2]) of the annotations in the LV and RV image
resulted in the transformations T, A and T, B the subscripts A and B denote the observers and
the vector u contains the transformation parameters. To compare the manual transformations
of the observers to each other, the interobserver transformation variability was calculated as

S
Z. ), Ty (L)) (1)

S is the number of datasets and L is the vector of mean positions of the points annotated
in the LV image, it equals %. L4 and Lp are the points annotated in the LV image by
observer A or B.

The misalignment between corresponding points when the image centers are aligned was
calculated as % Zgzl d(L4,R?). After applying an initial transformation Ty, it was defined
as % 22:1 d(Ty,,, (L?),R?). R contains the RV annotations averaged over the observers.

The registration error, defined as the difference between an automatic transformation,
Ty, and the transformation T, . that resulted from rigidly registering the mean an-

notations L and R, is given by Equatlon 2.

K ‘manual

O:I*—‘
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The performance of automatic registration with respect to manually registering the data
was evaluated by comparing the registration error to the interobserver transformation vari-
ability. Statistical significance was assessed using a Wilcoxon signed ranks test.
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3 Results

The interobserver transformation variability was 3.8 4+ 1.6 mm for ED time frames and 3.3
4 1.5 mm for ES time frames (mean =+ standard deviation).

The amount of misalignment when the image centers were aligned was 37.9 £ 9.5 mm
(ED) and 32.0 + 8.4 mm (ES) and was reduced to 15.6 + 8.1 mm (ED) and 14.7 £+ 7.9 mm
(ES) after transforming the images with the initial transformation.

An example of a fused ED data set is shown in Figure 1. Registration errors are given
in Table 1. The error obtained by multi-frame registration (including only ED and ES time
frames) using NCC or MI as metric was comparable to the interobserver transformation vari-
ability at both ED and ES. Multi-frame registration outperformed single-frame registration
when only ED and ES time frames were included. In contrast, inclusion of all time frames
lowered registration accuracy. Better results were obtained using NCC as metric than by use
of MI. No significant differences were found between the accuracy of the different registra-
tion methods.

Table 1: Registration errors of automatic registration (mean =+ standard deviation in mm).
The interobserver transformation variability was 3.8 = 1.6 mm (ED) and 3.3 4= 1.5 mm (ES).

ED ES

MI NCC MI NCC
Single-frame 64=£72 51£4.0 7.6 112 | 29+15
Multi-frame (ED & ES) | 4.3 £2.2 3.8+0.8 3.8+3.7 3014
Multi-frame (all) 7.5 £ 10.1 59£70 69 £ 11.5 54 £8.1

4 Discussion

Multi-frame registration performs better than single-frame registration when only ED and
ES time frames are used to optimize the metric. Presumably, the amount of useful infor-
mation is increased by involving ED as well as ES time frames in the registration process.
However, inclusion of all time-frames lowers registration accuracy. Several factors might
be of influence on this. First, since ED and ES time frames contain the most diverse infor-
mation, little additional information will be added by inclusion of more time frames as has
been remarked in literature [1]. Second, interpolation of the RV data can introduce artifacts.
Third, calculation of the registration error is solely based on ED and ES time frames. Inclu-
sion of all time frames will result in a transformation that is optimized for the whole heart
cycle. Therefore, the chosen error measure might not reflect the real error well in case of a
multi-frame registration strategy including all time frames.

5 Conclusion

Knowledge about the performance of different methods to register RT3DE images is impor-
tant since accurate registration is essential for image fusion, a tool to improve the quality of
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RT3DE data. We compared the performance of different methods to register apical multi-
view RT3DE images and showed that the performance of automatic registration of these
images is as good as that of manual registration. This is found for both ED and ES frames.
An initial transformation that approximates the protocol-specific systematic misalignment is
applied to reach the starting point for registration. Best results are obtained using NCC as
similarity measure in a multi-frame registration strategy including ED and ES time frames.
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