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Abstract

We introduce the first framework for Al-generated image detection that leverages
visual retrieval-augmented generation (RAG). We propose to dynamically retrieve rel-
evant images to enhance detection by utilizing a fine-tuned CLIP image encoder, en-
hanced with category-related prompts to improve representation learning. We further
integrate a vision-language model (VLM) to fuse retrieved images with the query, en-
riching the input and improving accuracy. Given a query image, our proposed approach
generates an embedding, retrieves the most relevant images from a database, and com-
bines these with the query image to form an enriched input for a VLM. Experiments on
the UniversalFakeDetect benchmark, which covers 19 generative models, show that our
approach achieves state-of-the-art performance with an average accuracy of 93.85%. It
outperforms traditional methods in terms of robustness, maintaining high accuracy even
under image degradations such as Gaussian blur and JPEG compression. Specifically,
it achieves an average accuracy of 80.27% under degradation conditions, compared to
63.44% for the state-of-the-art model C2P-CLIP, demonstrating consistent improvements
in both Gaussian blur and JPEG compression scenarios. Our approach also shows strong
cross-domain generalization, achieving 78.81% average accuracy on diverse unseen data,
confirming its effectiveness in open-world scenarios.

1 Introduction

The rapid advancement of generative models, particularly in image synthesis, has introduced
significant challenges in distinguishing Al-generated content from real data. For instance,
generative adversarial networks (GANs) [6, 9, 10] and diffusion-based models [8, 19, 22,
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23] have become increasingly proficient at producing photorealistic images that are nearly
indistinguishable from genuine ones. However, the progress in detection methods has not
kept pace with these advancements, creating an urgent need for robust and reliable detectors

Traditional Al-generated image detection approaches primarily rely on identifying low-
level artifacts or model-specific fingerprints [25, 26, 32] present in synthetic images. These
artifacts include pixel inconsistencies, noise patterns, and subtle distortions that reveal traces
of the underlying generation process. While these methods have demonstrated effective-
ness in controlled settings, they often fail in real-world scenarios. As generative models
improve, they become more adept at minimizing artifacts and replicating the statistical prop-
erties of real images, making detection increasingly difficult. Furthermore, many existing
detection methods suffer from a fundamental limitation: over-reliance on model-specific
features and low-level artifacts. Since these methods are often tailored to exploit weaknesses
in particular architectures, they struggle to generalize across different generative models.
Consequently, there is a growing need for more adaptive detection approaches that leverage
additional sources of information to enhance the performance, robustness, and reliability of
the detectors. One appealing direction is Retrieval-Augmented Generation (RAG) [14], a
paradigm initially developed to improve factual accuracy in large language models by re-
trieving and incorporating external knowledge relevant to a given query. While extensively
explored in textual tasks, its potential for visual tasks, particularly Al-generated image de-
tection, remains largely underexplored.

Hence, we propose an approach called RAVID as a novel retrieval-augmented framework
for Al-generated image detection. Unlike traditional methods that rely solely on model-
dependent features, RAVID retrieves visually similar images relevant to the input query and
integrates them into the detection process, thereby enhancing accuracy and robustness. At
its core, RAVID leverages a Contrastive Language-Image Pretraining (CLIP)-based image
encoder, fine-tuned through category-level prompt integration to improve its ability to cap-
ture semantic and structural patterns crucial for distinguishing Al-generated images from
real ones. Additionally, we incorporate vision-language models (VLMs), such as Open-
flamingo [1], to effectively fuse retrieved images with the query input, enabling richer con-
textual understanding. By combining retrieval-based augmentation with advanced vision-
language decision-making ability, our approach significantly improves adaptability and ef-
fectiveness, making it well-suited for real-world applications where reliable Al-generated
content detection is critical.

To evaluate our approach, we conducted extensive experiments on UniversalFakeDetect,
alarge-scale benchmark comprising Al-generated images from 19 generative models. Exper-
imental results demonstrated that RAVID consistently outperforms existing detection meth-
ods, achieving an average accuracy of 93.85% and exhibiting better generalization across
multiple challenging settings. In addition, RAVID demonstrated strong resilience to image
degradations, such as Gaussian blur and JPEG compression, significantly outperforming the
state-of-the-art C2P-CLIP model [27]. Unlike traditional methods, our approach maintains
high accuracy by leveraging retrieval-augmented generation to compensate for lost visual
features, ensuring robust performance even under real-world distortions. This highlights the
effectiveness of retrieval-augmented techniques in enhancing generalization and robustness
across different image generators.

Our key contributions are summarized in: (i) A novel retrieval-augmented framework
for Al-generated image detection, dynamically retrieving and integrating external visual
knowledge to enhance decision-making; (ii) Fine-tuning of a CLIP-based image encoder
with category-level prompt integration, improving representation learning for retrieval tasks;
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and (iii) Integration of VLMs to combine retrieved images with queries, enhancing contex-
tual understanding and detection robustness.

2 Proposed Method: RAVID

In this section, we present RAVID, which performs retrieval of query-relevant images over
vector image corpus as the external knowledge source and determines query-image class
(label) grounded in them, as illustrated in Figure 1.
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Figure 1: RAVID integrates a fine-tuned CLIP-based image encoder (RAVID_CLIP) for
embedding-based image retrieval and Openflamingo for decision-making: (a) 4-class Pro-
GAN training set images are encoded into vector embeddings using RAVID_CLIP and stored
in a Milvus vector database; (b) At testing time, the query image embedding is matched
against stored embeddings to retrieve the most relevant images; (c) The retrieved images and
labels serve as contextual information, combined with the query image, and processed by
Openflamingo.

2.1 Concept-Aware Image Embeddings

Recent work by Tan et al. [27] demonstrates that CLIP features’ ability to detect Al-generated
images through linear classification is largely due to their capacity to capture conceptual sim-
ilarities. Building on this insight, they propose an approach that incorporates enhanced cap-
tions and contrastive learning to embed categorical concepts into the image encoder, thereby
improving the distinction between real and generated images. Inspired by this work, we
adopt a similar strategy in our framework to generate high-quality embeddings for a vector
database.
Caption Generation and Enhancement. Let D represent the training dataset containing
both real and synthetic images, defined as D = {(x;,y;)}) =1 where y; € {0,1} indicates
whether the image x is real (y = 0) or fake (y = 1). For each image in the dataset, we generate
captions using the ClipCap model [17], resulting in a set of captions C = {(c},y j)}N

To enhance these captions, we append category-specific prompts P = {Prcal,Pfdke} to the
original captions, as proposed by [27]. Specifically, the enhanced captions C = {¢& J} j—1 are
defined as:

5.:{(Realacj)v %fyj:() (1)
(Pake,¢j), ify; =1
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In this formulation, P, and Py represent category-specific prompts (e.g., Pea = Camera,
Prike = Deepfake) that provide additional context to differentiate real images from synthetic
ones.

Concept Injection via Contrastive Learning. To integrate classification concepts into the
image encoder, we employ a contrastive learning framework. In this approach, the text
encoder remains frozen, while Low-Rank Adaptation (LoRA) layers are applied to the image
encoder to facilitate learning. Given an image x; and its corresponding enhanced caption ¢},
their feature representations are computed as follows:

tj = encoderix(¢;), ;= encoderimg(x;), 2)

where ¢; and e; denote the text and image embeddings, respectively.
To ensure that the image encoder aligns visual features with their corresponding textual
descriptions, we optimize a contrastive loss function Lgopgrastive, defined as:

1
Leontrastive = E (Leﬂl + Ltﬁe) ; (3)

where Le_,; enforces alignment between image embeddings and their respective text em-
beddings, while L;_;e ensures reverse alignment. These losses are formulated as:

1 N exp(e; )
Leyr = Y ; log N]T(th) 4)
Liye=—— Z M (5)

N ZN pexp(t] - ej)

Here, e/t ; represents the dot product between the image feature e; and the text feature
tj, capturing their similarity. The denominator normalizes the similarity scores across all
samples in the batch, ensuring a well-structured representation space.

By optimizing Lconrastive, the image encoder learns to map visual features into a space
that aligns with their textual descriptions. This process effectively injects classification con-
cepts within the image encoder, enhancing its ability to distinguish between real and Al-
generated images.

The CLIP concept-injection-enhanced model is then used to generate embeddings for
both real and fake images. These embeddings are stored in a vector database (e.g., Mil-
vus [30]), which serves as an external knowledge source for the RAVID framework.

2.2 Image Retrieval

Retrieval involves computing the similarity between the query image gimg and each knowl-
edge element to determine relevance. To achieve this, we first embed the query image gimg
using the RAVID_CLIP image encoder to obtain its embedding feheq- Relevance is then
computed based on representation-level similarity, such as cosine similarity, to measure the
alignment between the query embedding and stored embeddings in the external corpus C.
The retrieval process is formulated as:

I = argmax;, sim(fembed, Ei ), 6)
l,eC
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where fombeq is the embedding of the query image gime computed by the RAVID_CLIP
image encoder, E; represents the stored embedding of an image I; in the external corpus
C, and sim(femped, E;) denotes the cosine similarity between the query embedding and each
corpus embedding, computed as:

_ fembed - Ei
a ”fembedH HEZH
where argmax,, selects the top-k images with the highest similarity scores.
[.
By retrievlienig the top-k most relevant images, this approach ensures that the subsequent
answer generation step benefits from rich contextual information, improving the robustness
of Al-generated image detection.

(7

Sim(fembeda Ei)

2.3 Image-Augmented Response Generation

After retrieving the most relevant images, the next step is to integrate them into the response
generation process to enhance the quality and contextual accuracy of the generated output.
To achieve this, we first construct a multimodal context by pairing each retrieved image with
its corresponding label. These multimodal pairs are then concatenated to form a compre-
hensive context representation. Finally, the query image is incorporated into this structured
input, which serves as the input to a VLM, such as Openflamingo. Formally, this process is
represented as:

[

{"text’: 'Is this photo real? Please provide your answer. You should
ONLY output "real" or "fake".’},

{’image’: ’'path to img_1"},

{"text’: ’'User: It is \nAssistant: img_1_label’},

{’image’: ’'path to img_2'"},

{"text’: ’'User: It is \nAssistant: img_2_label’},

{’image’: ’'path to img_n’},

{"text’: ’'User: It is \nAssistant: img_n_label’},
{’image’: ’'path to g_img’},
{"text’: ’'User: It is \nAssistant: '}

This structured input is then fed into the VLM, which jointly processes visual, textual,
and query-specific information. By leveraging this multimodal richness, the model generates
a response that effectively integrates retrieved knowledge to improve Al-generated image
detection accuracy.

3 Experimental Analysis

Dataset. To ensure a fair comparison, we utilize the widely adopted UniversalFakeDetect
dataset [20], extensively used in prior benchmarks, allowing for a direct evaluation of RAVID
against state-of-the-art methods, ensuring consistency and robustness in performance assess-
ment. Following the experimental setup introduced by Wang et al. [31], the dataset uses
ProGAN as a training set, comprising 20 subsets of generated images. To build our vector
database and fine-tuning CLIP ViT-L/14, we use a 4-class setting (horse, chair, cat, car) as
indicated by Tan et al. [27]. The test set consists of 19 subsets generated by a diverse range
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of models, including ProGAN [9], StyleGAN [10], BigGAN [10], CycleGAN [10], Star-
GAN [6], GauGAN [10], Deepfake [24], CRN [5], IMLE [15], SAN [7], SITD [4], Guided
Diffusion [8], LDM [23], GLIDE [19], and DALLE [22].

To further evaluate RAVID’s generalization capability, we compare it against the best-
performing models trained on the ProGAN 4-class setup using a different testing dataset.
This dataset includes 12 subsets: 2 real data subsets (MS COCO and Flickr) and 10 syn-
thetic subsets (ControlNet, DALL-E 3, DiffusionDB, IF, LaMA, LTE, SD2Inpaint, SDXL,
SGXL, and SD3).

Evaluation Metrics. Following the convention of previous detection methods [11, 20, 27,
32], we report the accuracy (ACC). We also calculate the mean accuracy across all data sub-
sets to provide a more comprehensive evaluation of overall model performance.

Baselines. In our study, we fine-tuned AntiFakePrompt [3] and Bi-LORA [12]. More-
over, we have chosen the latest and most competitive methods in the field, including Co-
occurence [18], Freq-spec [33], CNN-Spot [31], FatchFor [2], UniFD [20], LGrad [26],
F3Net [21], FreqNet [28], NPR [29], Fatformer [16], C2P-CLIP [27], RINE [13]. For all
these models, we report the results presented in [27]. For RINE, we report the results from
its paper [13].

Implementation Details. To fine-tune CLIP ViT-L/14, we use Adam optimizer with an ini-
tial learning rate of 4 x 10™%, a batch size of 128, and train for one epoch. We apply LoRA
layers to the g_proj, k_proj, and v_proj layers using the Parameter-Efficient Fine-Tuning
(PEFT) library. The LoRA hyper-parameters are as follows: lora_r = 6, lora_alpha = 6,
and lora_dropout = 0.8. For the vector database, we use Milvus locally via Docker. On the

other hand, for image-augmented response generation, we use Openflamingo [1].

Comparison with the State-of-the-Art. Table 1 presents the mean accuracy (mAcc) scores
for cross-generator detection on the UniversalFakeDetect dataset, which includes 19 dif-
ferent generative models spanning GANs, Deepfakes, low-level vision models, perceptual
loss models, and diffusion models. RAVID achieves 93.85% mAcc, outperforming 15 state-
of-the-art methods and demonstrating strong generalization across diverse image synthesis
techniques.

Compared to UniFD, a recent state-of-the-art method, RAVID improves the mAcc by
12.47%, highlighting the effectiveness of our approach. Additionally, RAVID demonstrates
competitive performance with the latest methods, RINE and C2P-CLIP, achieving a mere
1.48% and 0.16% mAcc gap, respectively. While RINE utilizes advanced feature extrac-
tion and fusion techniques, which increase computational complexity, C2P-CLIP embeds
category-specific concepts into CLIP’s image encoder. Meanwhile, our method strikes a
balance between performance and efficiency, making it more suitable for real-world appli-
cations.

Impact of Retrieved Image Count on Detection Performance. To evaluate the impact
of the number of retrieved images on RAVID’s Al-generated image detection performance,
we conducted experiments with varying retrieval settings. Specifically, we compared perfor-
mance when retrieving 1 (N =1),3 (N =3),5(N =15),7 (N =7), and 13 (N = 13) images,
utilizing the Openflamingo vision-language model. The results, presented in Table 2, show a
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Table 1: Accuracy (ACC) scores of state-of-art detectors and RAVID across 19 test datasets.
Best performance is denoted with bold. We report the results of the best RAVID models
with different VLMs.

GAN Deep Low level Perceptual loss LDM Glide

Methods Ref ; oo 5 o e 5 Fakes Guided 20 20 m m % 0 Dalle  mAcc
Pro- yele-  Big-  Style- Gau-  Star- : . . 2 2
GAN GAN  GAN GAN GAN GAN SITD  SAN CRN_IMLE steps  wicfg  steps 27 27 10

Freg-spec WIFS2019 4990 9990 5050 4990 5030 99.70 50.10 50.00 48.00 50.60 50.10 5090 5040 5040 5030 5170 5140 5040 5000 5545
Co-occurence Elect. Imag.  97.70  97.70 53.75 9250 51.10 5470 57.10 63.06 5585 65.65 6580 6050 7070 70.55 7100 7025 69.60 69.90 67.55 66.86
CNN-Spot CVPR2020 99.99 8520 7020 8570 7895 91.70 5347 66.67 48.69 8631 8626 6007 5403 5496 54.14 60.78 63.80 6566 5558 69.58
Patchfor ECCV2020 75.03 6897 6847 79.16 6423 6394 7554 7514 7528 7233 5530 6741 7650 76.10 7577 7481 7328 6852 6791 71.24
F3Net ECCV2020 9938 7638 6533 9256 58.10 100.00 6348 54.17 4726 5147 5147 6920 68.15 7535 6880 81.65 8325 83.05 6630 71.33
Bi-LORA ICASSP2023  98.71 96.74 81.18 7830 9630 8632 57.78 6889 5228 73.00 82.60 6510 8515 5920 8500 83.50 8565 8490 7270 7859
LGrad CVPR2023  99.84 8539 8288 94.83 7245 99.62 58.00 6250 50.00 5074 5078  77.50 9420 9585 94.80 8740 90.70 89.55 8835 80.28
UniFD CVPR2023  100.00 9850 9450 8200 99.50 97.00 66.60 63.00 57.50 59.50 7200 70.03 9419 7376 9436 79.07 79.85 78.14 86.78 81.38
AntiFakePrompt ~ CVPR2023 9926 9682 87.88 80.00 98.13 83.57 6020 7056 5370 7921 79.01 7375 89.55 64.10 89.80 9355 9390 9295 80.10 8242
FregNet AAAI2024 9790 9584 9045 97.55 9024 9341 9740 8892 59.04 7192 6735 8670 8455 99.58 6556 85.69 9740 88.15 59.06 85.09
NPR CVPR2024  99.84 9500 87.55 9623 8657 99.75 7689 6694 98.63 50.00 5000 8455 97.65 98.00 9820 96.25 97.15 97.35 87.15 87.56
FatFormer CVPR2024 99.89  99.32  99.50 97.15 9941 9975 9323 8l.11 68.04 6945 6945 7600 98.60 9490 98.65 9435 94.65 9420 98.75 90.86
RINE ECCV2024  100.00 99.30  99.60 88.90 99.80 99.50 80.60 90.60 6830 89.20 90.60 76.10 98.30 8820 98.60 88.90 92.60 90.70 95.00 91.31
C2P-CLIP* AAAI025 99.71 90.69 9528 9938 9526 96.60 89.86 9833 64.61 90.69 90.69 77.80 99.05 98.05 9895 94.65 9420 9440 98.80 93.00
C2P-CLIP¥ AAAI2025 99.98  97.31 99.12 9644 99.17 99.60 93.77 9556 6438 9329 9329 69.10 99.25 9725 9930 9525 9525 96.10 9855 93.79
RAVID (N=13) - 99.98  97.35 99.15 9627 99.33 99.82 9347 9500 63.70 9553 9556 6875 9920 9695 9935 94.65 9490 9585 9835 93.85

(%) Trump,Biden. (1) Deepfake,Camera.

substantial improvement in detection accuracy as the number of retrieved images increases.
These findings indicate that incorporating additional retrieved images provides richer contex-
tual information, thereby improving the model’s generalization across diverse Al-generated
image models.

Table 2: Impact of Retrieved Image Count on Detection Performance.

GAN Decp  Lowlevel  Perceptualloss o0 LDM Glide Dalle mAcc

Fakes
Cycle-  Big-  Style- Gau-  Star- - . . 200 200 100 100 50 100
GAN GAN GAN GAN GAN GAN SITD SAN  CRN IMLE steps  wlefg  steps 27 27 10

50.00 50.00 50.00 50.00 50.00 50.00 50.08 50.00 50.00 50.00 5000 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00
99.95  97.84 9925 9594 9938 99.85 9264 9361 6233 97.55 9759 6695 9935 9635 9935 9310 9325 9440 9840 93.53
99.95 97.58 99.28 9624 99.30 99.82 93.19 9389 6324 9626 9625 68.10 99.20 9645 99.30 94.00 9435 9510 9830 93.67
99.96 9746 99.15 9624 9932 9980 9330 9472 6393 96.04 9603 6830 9925 96.65 99.35 9400 9470 9530 98.15 9377
99.98 9735 99.15 9627 99.33 9982 9347 9500 63.70 9553 9556 6875 99.20 9695 99.35 94.65 9490 9585 9835 9385

Methods VLMs N Shots,

RAVID W/ RAG  Openflamingo
RAVID W/ RAG  Openflamingo
RAVID W/ RAG  Openflamingo
RAVID W/RAG  Openflamingo
RAVID W/ RAG  Openflamingo

Q=

Impact of Using RAG for Retrieval in RAVID. To evaluate the impact of dynamically
retrieving relevant images in the RAVID approach, we conducted an experiment where the
context provided to the VLM was formed by randomly selecting images, instead of using
the RAG retrieval mechanism. This experiment allowed us to assess the significance of the
retrieval process in improving detection accuracy. In this setup, rather than retrieving relevant
images related to the query image, we randomly selected N images from the 4-class setting
ProGAN training set. These randomly chosen images, along with their corresponding labels,
were used as a context for the detection task. This mimicked the in-context learning strategy
used in RAG, but without its retrieval component. We maintained the same configurations
as in RAVID, varying the number of selected images (shots). In the 3-shot setup, three
randomly selected image was provided as context, while in the 13-shot setup, thirteen images
were used as context.

The results in Table 3 show the detection accuracy (mAcc) across a range of generative
models. For the 3-shot setup, RAVID W/O RAG achieved an average accuracy of 50.10%,
whereas in the 13-shot setup, the accuracy slightly declined to 49.90%. While these results
indicate that providing more context does not improve performance, they still fall behind the
accuracy achieved when using RAG, where the retrieved context is more relevant to the query
image. This experiment highlights the importance of relevant context in Al-generated image
detection. When the model relies on randomly selected images, the context lacks meaning-
ful relevance to the query, limiting its ability to make accurate predictions, especially with
complex generative models. In contrast, the ability of RAG to retrieve relevant images sub-
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stantially boosts the model’s performance, emphasizing the critical role of relevant context
in improving detection accuracy and generalization. This investigation also underscores the
need for an image embedding model for retrieval that is sensitive to the subtle characteris-
tics of Al-generated images, as opposed to one that focuses on general cues, which are less
useful for this task.

Table 3: In-context learning without RAG. Instead of retrieving relevant images to the query
image, we randomly select N images from the 4-class setting ProGAN training set. Best
performance is denoted with bold.

Methods VLMs N Shots GAN "f:ki': Lowlevel  Percpualloss = ;eq LbM Glide Dalle  mAce
Pro- Cycle- Big- Style- Gau-  Star- N 200 200 100 100 50 100
GAN GAN GAN GAN GAN GAN SITD - SAN  CRN. IMLE seps  whefg sieps 27 27 10
RAVIDW/RAG  Openflamingo 3 99.95 07.84 9925 9594 9938 9985 9264 9361 6233 0755 97.59 6695 9935 9635 9935 9310 9325 0440 9840 9353
RAVIDW/RAG ~ Openflamingo 13 99.98 9735 99.15 9627 9933 9982 9347 9500 6370 9553 9556 6875 9920 9695 99.35 94.65 9490 9585 9835 9385
RAVID WIORAG Openflamingo 3 49.49 5053 5100 49.99 49.64 5088 50.53 49.17 4589 49.89 4987 5140 5065 5040 50.35 5030 5045 5095 5045 50.10
RAVIDWIORAG Openflamingo 13 49.38 5159 5078 49.67 4980 5055 SLI4 5000 4772 5065 49.85 4850 4925 49.85 4890 4970 5050 SI155 4880 4990

Robustness to Image Degradation.

To systematically evaluate the robustness of our proposed approach, we assess its per-
formance under two common forms of image degradation: Gaussian blur and JPEG com-
pression. These perturbations simulate real-world challenges where images undergo quality
loss due to compression artifacts or motion blur, which can adversely impact Al-generated
image detection. We compare our method, RAVID (N=13) W/ RAG Openflamingo, against
the baseline C2P-CLIP, analyzing their degradation trends across multiple generative mod-
els. The quantitative results are summarized in Table 4, and the performance trends under
different blur and JPEG compression levels are illustrated in Figure 2.

Table 4: Performance (ACC) after applying common image degradations.

Methods VLMs Degradation GAN ]';’f::\ Lowlevel  Percepialloss = igeq LDM Glide Dalle  mAce
Pro- Cycle- Big- Style- Gauw  Star- 10 . 200 200 100 100 S0 100
GAN  GAN  GAI GAN  GAN GAN SITD SAN CRN - IMLE steps  wicfg  steps 27 27 10
C2P-CLIP - Bluro=1 9610 9031 97.02 97.00 9575 9680 9343 9556 S57.08 68.84 6884 4790 0120 0660 0160 1250 1330 1060 0160 5537
C2P-CLIP - Blurc =2 7220 8524 8735 7945 90.08 8647 8033 9556 51.60 60.90 61.17 4540 0120 0660 01.60 1250 1330 1060 03.50 49.74
C2P-CLIP - Bluro=3 7720 84.18 77.03 6287 87.19 8864 7552 9500 49.54 5639 56.39 47.80 13.50 3530 1220 4200 4040 4220 1370 5563
RAVID (N=13) Openflamingo Blurc =1 9650 9046 9728 9690 96.17 9747 9323 9500 56.85 74.12 74.11 7335 9740 9430 9725 9125 9090 9275 97.00 89.59

RAVID (N=13) Openflamingo Blurc =2 7373 8547 8783 79.99 91.12 8844 8135 9500 51.37 6537 6607 7340 9405 8865 9430 80.80 82.05 81.10 9430 81.81
RAVID (N=13) Openflamingo Bluro =3 7851 8456 76.78 63.35 88.10 90.17 7647 9500 49.54 5997 60.15 7030 87.80 7570 8825 7330 7425 7320 8725 7646

C2P-CLIP - Jpeqg=80 9580 9493 9292 7560 9685 9502 8557 9472 5594 9253 9242 6480 1430 53.10 1680 5840 6340 56.80 17.10 69.32
C2P-CLIP - Jpeqg =70 9449 9444 87.10 6530 9518 9272 8490 9389 5479 8645 88.09 7030 2410 67.70 2790 61.70 64.10 56.70 30.50 70.54
C2P-CLIP - Jpeqg =60 9459 9440 81.80 6230 9557 89.62 8276 90.56 53.65 80.00 80.05 6590 2320 69.70 2610 5800 6050 5450 42.10 68.70
C2pP-CLIP - Jpeqg=50 9379 9326 8055 60.17 94.69 92.12 7874 88.06 5297 76.64 7389 6340 2570 7140 2520 5990 62.60 5650 4540 68.16
C2P-CLIP - Jpeqg=40 9323 91.79 7555 5720 9322 9262 7510 8139 5274 7796 7556 71.50 3510 77.80 3460 6490 6510 6220 5280 70.02

RAVID (N=13) Openflamingo  Jpeqg =80 9590 9531 92.68 7507 97.00 96.00 84.14 9361 5571 9296 9332 66.15 9120 7095 89.90 69.20 66.65 70.15 89.80 83.46
RAVID (N=13) Openflamingo Jpeqg=70 9424 9455 86.58 6505 9509 93.85 84.16 9333 5457 8385 8638 6365 8620 64.60 8425 68.00 6650 7020 8255 79.87
RAVID (N=13) Openflamingo Jpeqq =60 9449 9447 8123 6209 9542 91.50 8226 8972 5320 8207 8223 6555 8685 6335 8545 6945 6820 7130 77.10 78.73
RAVID (N=13)  Openflamingo Jpeqgq =50 93.83 9330 80.05 60.07 9458 9372 7791 8722 5228 7878 7604 6680 8555 6210 8570 68.75 67.60 70.15 7490 77.33
RAVID (N=13) Openflamingo  Jpeqg=40 9301 9198 7498 5705 9299 9290 7401 8083 5251 7720 7508 6370 81.65 6040 81.60 66.90 66.50 68.10 72.30 74.93

C2P-CLIP - Average 89.68 91.07 8491 69.99 9357 9175 82.04 91.84 5354 7496 7455 59.62 17.29 4852 1825 4624 4784 4376 2584 6344
RAVID (N=13)  Openflamingo Average 90.03 9126 8468 6995 9381 93.01 8169 9121 5325 7679 76.67 67.86 88.84 7251 8834 7346 7283 7462 844 8027

Across both degradation types, RAVID consistently demonstrates greater robustness
compared to the baseline. This can be attributed to its retrieval-augmented mechanism,
which enhances contextual understanding by leveraging external image priors. By inte-
grating relevant external information, RAVID maintains high detection accuracy even when
the image is degraded, as this additional information helps counter the impact of quality-
reducing transformations without needing to recover lost details. Specifically, RAVID achieves
an average accuracy of 80.27% under degradation conditions, compared to 63.44% for the
state-of-the-art model C2P-CLIP, demonstrating consistent improvements in Gaussian blur

and JPEG compression scenarios.
Generalization on Unseen Data. To assess cross-domain robustness, we evaluated the gen-

eralization performance of four top-performing methods from Table 1, including FatFormer,
RINE, C2P-CLIP, and RAVID. Each model is trained solely on the ProGAN 4-class dataset
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Figure 2: RAVID’s robustness under gaussian blur and JPEG compression, common real-
world degradations affecting Al-generated image detection.

and tested on a broad spectrum of unseen data sources, including authentic images (e.g., MS
COCO, Flickr) and diverse generative models. This evaluation simulates a realistic open-
world scenario where detection models face data distributions that deviate significantly from
their training domain. As shown in Table 5, RAVID exhibits strong cross-domain generaliza-
tion, achieving the highest overall mean accuracy of 78.81% across both real and synthetic
domains.

Table 5: Generalization performance of methods trained on 4-class ProGAN. Results show
accuracy (%) on real and synthetic data subsets, each containing 3,000 image samples.

Methods ‘ #params ‘ MS COCO  Flickr ‘ ControlNet  Dalle3  DiffusionDB IF LaMA LTE SD2Inpaint SDXL SGXL SD3 ‘ mAcc
FatFormer 493M 33.97 34.04 28.27 32.07 28.10 2795 28.67 1237 22.63 3197 2223 3591 | 28.18
RINE 434M 99.80 99.90 91.60 75.00 73.00 7740 30.90 98.20 71.90 2220 98.50 08.30 | 70.56
C2P-CLIP 304M 99.67 99.73 15.10 75.57 27.87 89.56 6543 00.20 27.90 8290 07.17 70.46 | 55.13
RAVID (N=13) 97.83 99.23 85.80 68.93 70.70 60.71  62.97 99.97 80.37 62.10 9880 5831 | 78.81

4 Conclusion

We introduced RAVID, a novel retrieval-augmented framework for detecting Al-generated
images. By dynamically retrieving and integrating relevant visual knowledge, RAVID en-
hances detection accuracy and generalization. Unlike traditional methods that rely on low-
level artifacts or model fingerprints, our approach leverages a fine-tuned CLIP-based image
encoder for embedding generation and retrieval. Additionally, we incorporate VLMs like
Openflamingo to enrich contextual understanding. Evaluations on the UniversalFakeDetect
benchmark showed that RAVID outperforms existing methods, achieving 93.85% accuracy
in both in- and out-of-domain settings. A detailed analysis revealed a 35.51% performance
gap between setups W and W/O retrieval in the 3-shot setting, highlighting the critical role
of relevant context. Our findings confirm that retrieval not only enhances accuracy but also
scales with additional retrieval shots, reinforcing its impact. Furthermore, our robustness
analysis demonstrated that RAVID maintains superior detection performance under com-
mon image degradations, including Gaussian blur and JPEG compression. These results
highlight the resilience of retrieval-based approaches in real-world conditions where images
often suffer from quality loss due to compression pipelines, motion blur, or other distortions.

Acknowledgments: This work has been partially funded by the project PCI12022-134990-2
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