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Figure 1: Overview of the MOGRAS Dataset. Our MOGRAS dataset provides full-body
motion sequences, including both pre-grasp walking and detailed grasping poses, within
richly annotated 3D scenes. This unique combination addresses the limitations of existing
datasets, bridging the gap between synthetic data and real-world scenarios to enable realistic
and complex human-object interactions.

Abstract

Generating realistic full-body motion interacting with objects is critical for applica-
tions in robotics, virtual reality, and human-computer interaction. While existing meth-
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ods can generate full-body motion within 3D scenes, they often lack the fidelity for fine-
grained tasks like object grasping. Conversely, methods that generate precise grasping
motions typically ignore the surrounding 3D scene. This gap, generating full-body grasp-
ing motions that are physically plausible within a 3D scene, remains a significant chal-
lenge. To address this, we introduce MOGRAS (Human MOtion with GRAsping in 3D
Scenes), a large-scale dataset that bridges this gap. MOGRAS provides pre-grasping full-
body walking motions and final grasping poses within richly annotated 3D indoor scenes.
We leverage MOGRAS to benchmark existing full-body grasping methods and demon-
strate their limitations in scene-aware generation. Furthermore, we propose a simple
yet effective method to adapt existing approaches to work seamlessly within 3D scenes.
Through extensive quantitative and qualitative experiments, we validate the effectiveness
of our dataset and highlight the significant improvements our proposed method achieves,
paving the way for more realistic human-scene interactions.

1 Introduction

Understanding how humans interact with objects in 3D space is fundamental to numerous
domains, including computer vision, robotics, animation, and virtual reality [5, 9, 16, 19, 30].
Accurately modeling these interactions enables behavior analysis, the development of intel-
ligent robotic systems, and the creation of realistic, immersive virtual environments [12, 28].
A key challenge lies in simulating realistic and physically plausible human-object interac-
tions (HOI), which involves modeling contact, force, and object manipulation in complex
3D scenes [15].

Despite recent advances, capturing the nuanced dynamics of HOI remains difficult. While
many existing datasets and methods focus on large-scale interactions like sitting on a sofa
or using a bed [36], others target fine-grained hand-object manipulation, often ignoring the
rest of the body [7, 10, 13, 29]. Some work has extended this to full-body grasping [32],
but these approaches typically neglect scene context. This highlights a critical gap: the lack
of datasets and models that account for full-body grasping of small objects within real 3D
indoor scenes. Addressing this is essential for advancing scene-aware HOI, as performing
full-body motion with objects in cluttered environments requires precision in contact and
collision handling.

To address this challenge, we introduce MOGRAS, a novel, large-scale synthetic dataset
containing full-body motion sequences and grasping interactions in indoor 3D scenes. Each
sequence includes both pre-grasp walking motion and the final grasping pose, as shown in
Figure 1. Our pipeline ensures minimal collision between the human mesh, the grasped
object, and the surrounding scene geometry, enabling realistic motion and contact.

Manually capturing such complex HOI data is prohibitively expensive, requiring spe-
cialized hardware and extensive manual labor. To overcome this, we propose an automated
data generation framework comprising five key steps: (i) placing small objects on surfaces,
(ii) aligning pre-grasp walking motion, (iii) refining the scene to handle collisions, (iv) gen-
erating a realistic grasping pose, and (v) infilling the motion to smoothly transition to the
grasp. Given the synthetic nature of our dataset, we conduct an extensive human evaluation
to validate its realism and naturalness, ensuring its suitability for training models for multiple
downstream tasks.

We benchmark existing grasping models, GOAL [33] and SAGA [37], and observe that
they fail to produce plausible grasps without significant scene penetration. To address this,
we extend the GOAL’s GNet [33] architecture by introducing a novel penetration loss and
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conditioning the model on the 3D scene mesh. This modification, which we name GNet++,
significantly improves grasping quality in cluttered scenes. Our work emphasizes the impor-
tance of scene-aware grasping, where the objective is to minimize the intersection between
the human body and the scene. We show how our method uses a pretrained model to gener-
ate initial grasps and refines them using our proposed loss to reduce collisions and produce
physically plausible contact.

Our contributions can be summarized as follows:
(i) We introduce MOGRAS, a large-scale synthetic dataset for scene-aware, full-body grasp-
ing. It includes both pre-grasp approaching motion and final grasping poses, generated au-
tomatically through our proposed framework.
(ii) We provide a comprehensive benchmark of existing grasping methods on our challeng-
ing dataset, highlighting their limitations.
(iii) We propose a novel method, GNet++, that improves scene-aware grasping by leveraging
our dataset and introducing a new penetration loss to produce physically plausible results.

2 Related Work

Our work is positioned at the intersection of 3D human-object grasping and human-scene
interaction. We review key advancements in both areas to highlight the specific gap our
work addresses.

3D Human-Object Grasping. Research in 3D grasp synthesis has historically focused
on isolated hand-object interactions. Generative models like Grasping Field [13] and Grab-
Net [32] used implicit functions and VAEs to produce realistic hand poses. Subsequent work,
such as GraspTTA [10] and ContactOpt [7], refined these methods through contact-aware op-
timization to improve physical plausibility.

More recently, the focus has expanded to full-body grasp synthesis, leveraging datasets
like GRAB [32], which provides MoCap data of SMPL-X [23] bodies interacting with ob-
jects. Models like GOAL [33] and SAGA [37] have built on this to generate full-body poses
for handheld objects. Even more recent works, such as DiffGrasp [41], explore diffusion-
based approaches for generating high-quality full-body grasping sequences. However, a
critical limitation of these methods is their lack of scene awareness; they generate grasps
in isolation, ignoring potential collisions with the surrounding environment. While Omni-
Grasp [21] explores diverse object grasping with virtual humanoids, it also omits real-world
scene context.

A few methods have attempted to incorporate scene constraints. FLEX [34] generates
scene-aware full-body grasps by leveraging hand-object and foot-ground contacts, but its
optimization-based inference is computationally expensive. VirtualHome [26] simulates
household activities but often produces unrealistic interactions with significant penetration
due to its reliance on programmatic, pre-defined animations. These approaches show the
need for scene context but highlight the difficulty of achieving it efficiently and realistically.

3D Human-Scene Interaction (HSI). Parallel research in human-scene interaction (HSI)
aims to generate plausible human motions within rich 3D environments. Early optimization-
based methods used physical priors and contact annotations to place humans in scenes [14,
17, 42]. Modern learning-based approaches have improved scalability by conditioning pose
generation on scene representations, using either scene-centric [40] or human-centric [8]
perspectives.

Large-scale datasets have been pivotal in advancing HSI. Datasets like HUMANISE [36],
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GTA-IM [2], and more recent works like SMPLOlympics [20] and UniHSI [38] provide di-
verse human motions in varied environments. TRUMANS [11] further improves data quality
with high-fidelity contact supervision. However, the focus of these HSI datasets is on large-
scale interactions like sitting, walking, or navigating. They generally lack the fine-grained
contact information and specific intent required for precise object grasping. Consequently,
models trained on them excel at general scene placement but fail at detailed manipulation
tasks.

Positioning and Contribution. The existing literature reveals a clear dichotomy: 3D
grasping research is largely scene-agnostic, while 3D HSI research focuses on large-scale
interactions and lacks fine-grained grasping detail. This leaves a critical, unaddressed gap
for tasks requiring full-body, scene-aware manipulation of small objects. Our work directly
targets this gap. MOGRAS is the first large-scale dataset to provide physically plausible, full-
body grasping motions within cluttered indoor scenes. By synthesizing realistic approaching
motions and collision-free final grasps, we provide the necessary data to train and evaluate
the next generation of truly context-aware HOI models.

3 The MOGRAS Dataset

Existing datasets for full-body human-object interaction (HOI) [1, 18, 34, 35] suffer from
several limitations. As we outlined in the previous section, datasets capturing human mo-
tion in 3D environments tend to focus on interactions with large, static objects like tables or
sofas, while overlooking fine-grained interactions with small, handheld objects. Conversely,
datasets for small object interaction often omit the 3D scene context entirely, failing to ac-
count for critical environmental constraints. Since scene context fundamentally shapes how
humans approach, manipulate, and grasp objects, a realistic model of full-body HOI must
incorporate both fine-grained interactions and the surrounding 3D scene.

To address these shortcomings, we introduce MOGRAS, a large-scale, synthetic dataset
featuring full-body grasping in diverse 3D indoor scenes. Manually acquiring such a dataset
would be prohibitively expensive and time-consuming. To overcome this, we propose an
automated synthesis pipeline that efficiently generates high-quality interaction sequences.
The core idea is to first align an existing human walk motion to a 3D scene, then synthesize
a physically plausible grasping pose, and finally infill the motion to smoothly transition from
the walk to the grasp. Figure 2 provides an overview of our data generation process.

Our pipeline consists of five key steps, which we detail below.

3.1 Walk Motion Alignment and Object Placement

We follow the methodology of HUMANISE [36] to align walking motions with 3D scenes.
We use walking sequences from AMASS [22] and 3D environments from ScanNetv2 [3].
Motion labels from BABEL [27] are used to segment walk motions, while graspable objects
are sourced from GRAB [32]. Our dataset includes 2,988 walking motion clips, each 1 to 4
seconds in duration.

For each sequence, we first identify a scene element, or receptacle (e.g., a table, counter,
or desk), from ScanNet’s [3] semantic annotations. We then optimize for a global transla-
tion ¢ and rotation R to ensure the human body is collision-free and the walking trajectory
terminates near the chosen receptacle [36].
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Figure 2: Examples from the MOGRAS dataset. MOGRAS provides full-body motion
sequences, including a pre-grasp walking phase and a final grasping pose, all within richly
annotated 3D scenes. The dataset captures subtle, physically plausible interactions with
small objects and their environment, addressing a key gap in existing research.

Once the motion is aligned, we place a graspable object on the receptacle’s surface to
ensure it is reachable from the final human position. We achieve this by extracting the recep-
tacle mesh, identifying a suitable placement point using a KD-tree, and placing the object at
the highest point on the surface to prevent floating artifacts. This pipeline generalizes well
across diverse scenes with high-quality semantic segmentation (see Figure 2).

3.2 Refining Scenes from ScanNet

ScanNet [3] scenes often suffer from floor
misalignment with the ideal z = 0 ground
plane, leading to foot-floating or penetra-
tion artifacts in the generated motion. A
global rigid transform is inadequate due
to spatially varying deviations, while non-
rigid warping risks distorting object lay-
outs. To address this, we propose a piece-
wise rigid alignment method that adjusts

floor geometry while preserving the overall Figure 3: Comparison of Original and Re-
scene structure (see Figure 3). fined ScanNet Scenes. Original scenes (pink)

Our solution applies local rigid trans- often have floor misalignment, causing arti-
forms computed via ICP over fixed-size facts like floating feet. Our refined scenes
sliding windows on the x —y plane. For (green) correct this, improving physical plau-
each window, we extract floor vertices and  sibility and interaction quality.



Citation
Citation
{Dai, Chang, Savva, Halber, Funkhouser, and NieÃ�ner} 2017


6 BHOSIKAR ET AL.: MOGRAS

align them to the z = 0 plane by optimizing for vertical translation t, and in-plane rotations
Ry, Ry. This strategy yields significantly better floor alignment, as quantified in Table 1, and

enables more physically plausible human-scene interactions.

3.3 Generating Grasping Poses

We generate realistic full-body grasping poses
conditioned on object placement and scene
context using FLEX [34], an optimization-
based method that searches the latent spaces

Table 1: Quantitative Floor Alignment.
This table shows that our method signifi-
cantly reduces the deviation of floor ver-

of VPoser [24] (body pose) and GrabNet [32]
(hand pose). Although FLEX [34] yields
high-quality poses, its computational cost is

tices from the ground plane (z = 0) in re-
fined ScanNet scenes, demonstrating im-
proved alignment.

high. To enable large-scale generation, we Average | Average | Global Mean | Global
: T : it Mean | Standard Mean Standard
adapt FLE)((j [34] lby reducing optlml.zaFlon. it Desiation Desiation
erations and applying two post-opimization =g corm =75 (1303 0.1396 0.2591
refinements, achieving a significant speedup  Refined | 0.0045 | 0.0208 0.0039 0.0394

without compromising pose quality. We pro-
vide implementation details of these modifications in the Supplementary Appendix.

3.4 Generating Final Approaching Motion

To create a coherent sequence, we seamlessly integrate the generated grasping pose (Sec-
tion 3.3) with the preceding walking motion (Section 3.1) using PriorMDM [31], a motion
infilling model. We adopt its root-trajectory variant, which generates intermediate poses by
interpolating between the pelvis of the final walking frame and the grasping pose. To avoid
unnatural backtracking, we adjust the grasping location to ensure a forward motion, preserv-
ing trajectory realism. The infill duration scales with the distance between the start and end
poses, allowing for smooth, adaptive transitions. Additionally, for each object-receptacle
pair, we provide both the generated motion and multiple pelvis locations near the grasp.
These serve as valid, collision-free grasp targets to support downstream tasks like evaluation
or learning.

3.5 Dataset Scale and Quality

MOGRAS is a large-scale, high-quality
dataset for full-body human-object interac-
tion. As detailed in Table 2, MOGRAS
contains over 14k motion sequences across
500 scenes and 47 objects. Unlike prior
work that focuses on either large-scale in-

Table 2: Statistics of the MOGRAS Dataset
Splits. This table presents a breakdown of the
training, validation, and test sets. The splits
are structured to ensure diversity and broad
coverage of scenes and object interactions.

teractions or scene-agnostic grasping, MO- Split ‘ #Motion | #Frames | #Scenes | #Object
GRAS uniquely combines full-body mo- Samples Instances
tion, fine-grained grasping, and 3D scene Train | 11479 | 678,226 | 427 37
Val 932 54,484 27 4
context (Table 3). Test | 1827 | 106079 | 53 6

To ensure realism, we use a multi-stage
quality assurance process that includes au-
tomated penetration filtering and a human study. In this study, 75 participants rated our
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Table 3: Comparison of Dataset Statistics and Functional Coverage. This table summa-
rizes existing datasets against MOGRAS across key dimensions: the number of samples,
frames, scenes, and objects. We also compare support for three critical capabilities: 3D
scene inclusion, fine-grained grasping, and full-body motion. MOGRAS is the only dataset
to combine all three, addressing a critical gap in the literature.

Dataset #Samples | #Frames | #Scenes | #Objects 3D Fine- Full-

Scene Grained Body
Inclusion | Grasping | Motion

HUMANISE [36] 19.6k 1.2M 643 X v X v
GRAB [32] 1.3k 1.6M X 51 X v v
OaklInk [39] 50k 0.23M X 1800 X v X
SceneFun3D [4] 14.8k X 710 X v X X
ScenePlan [38] 1.1k X 10 40 v X v
MOGRAS 14.2k 0.8M 507 47 v v v

motions for naturalness and interaction realism, yielding high scores of 4.2/5 and 4.5/5,
respectively. Motions below a rating of 3.5 were removed, ensuring our synthetic data is
physically plausible and suitable for training models.

4 Scene-Aware Grasping with GNet++

We benchmark our MOGRAS dataset on the task of scene-aware grasping, focusing specif-
ically on the static grasp pose rather than full motion sequences. This decision reflects
the fine-grained challenge of generating physically plausible grasps in complex 3D scenes,
where avoiding human-scene and human-object intersections is critical. Our proposed method,
GNet++, is an extension of the pretrained GNet [33] model, which we use as our baseline to
refine scene-agnostic grasps into context-aware and physically valid ones.

4.1 Preliminaries: GOAL and GNet

SMPL-X [23] is a parametric 3D human model with 10,475 vertices, controlled by shape,
pose, and expression parameters. It is widely used to represent human bodies, faces, and
hands in a unified mesh.

GOAL [33] is a two-stage framework for human-object interaction. Given an object and
an initial human pose, it first uses GNet to predict a realistic whole-body grasping pose. The
second stage, MNet, then generates a full motion trajectory. Our work focuses on improving
the GNet stage.

GNet is a conditional variational autoencoder (cVAE) that generates full-body grasp
poses conditioned on object geometry and position. Its encoder maps input parameters
(SMPL-X [23], BPS [25] object encoding, and object translation) to a latent space. The
decoder uses a sampled latent grasp code and object condition to predict SMPL-X [23] pa-
rameters, a head orientation, and offset vectors for refining hand-object contact.

4.2 Our Method: GNet++

We introduce GNet++, a scene-aware extension of GNet, as illustrated in Figure 4. We make
two key modifications to enable it to reason about environmental constraints:
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1. Scene-Conditioned Architecture:
We augment GNet’s input to include scene
information. The 3D scene is encoded into

. . .. ¢ &
a feature vector. using a preFral’ned VIS.IOIl \ ~U - iﬁ};a_
Transformer (ViT) [6] on a bird’s-eye-view A o] & ! == Leaile

(BEV) projection. This scene embedding | |
is fused with the object encoding and in- w/"’_
jected into both the encoder and decoder of w =

the cVAE, allowing the model to learn the
relationship between the grasp pose and the
surrounding geometry. While the BEV pro-
jection effectively captures floor-level and
planar obstacles, we acknowledge its limi-
tation in fully representing vertical or over-
hanging obstacles (e.g., shelves) that are not
directly projected onto the ground plane.
Our proposed penetration loss helps miti-
gate this by explicitly penalizing human-scene intersections in 3D space.

2. Penetration-Aware Loss: To explicitly discourage collisions, we introduce a new
loss term, (Lpen). We first voxelize the 3D scene around the object. Any voxel below an
occupied one is also marked as occupied to account for unreachable spaces. During training,
we penalize any predicted human mesh vertex that falls within these occupied voxels. This
loss, combined with fine-tuning on our MOGRAS dataset, teaches the model to generate
physically plausible poses that respect scene boundaries.

Figure 4: GNet++ Architecture Overview.
We extend the GNet architecture to create
GNet++ by injecting a scene embedding into
both the encoder and decoder, enabling it to
generate context-aware grasps that avoid col-
lisions.

4.3 Experiments and Evaluation

We evaluate GNet++ on the test set of MOGRAS, comparing it against the original GOAL [33],
SAGA [37], and ablations of our own model. For a comprehensive overview of our baseline
evaluation and experimental setup, please refer to the Appendix.

Metrics. To assess physical plausibility and interaction realism, we report performance on
four key metrics:

Human-Scene Penetration(|): The proportion of human body vertices located inside
occupied voxels of the 3D scene, indicating undesired interpenetrations.

Human-Floor Penetration(|): The fraction of foot vertices located below the floor
plane, penalizing floating or sinking artifacts.

Human-Object Penetration(]): Mean signed distance function (SDF) values computed
at hand vertices.

Contact Precision/Recall(1): FI score measuring how accurately predicted contact
points align with ground-truth contact areas on objects and the floor. For a detailed defi-
nition of our ground-truth contact annotations, please see the Appendix.

Quantitative Results. Table 4 shows that GNet++ significantly outperforms all baselines.
Compared to GOAL, GNet++ reduces scene penetration by 28% and object penetration by
58%, while dramatically improving floor contact (0.92 vs. 0.76 F1). Figure 5 visually con-
firms these findings, showing that GOAL and SAGA frequently generate poses that intersect
with the table, whereas GNet++ produces a realistic, collision-free crouch.

Ablation Studies. Our ablations in Table 4 isolate the impact of our key contributions.
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Table 4: Quantitative Comparison on Scene-Aware Grasping. We evaluate penetration
(J) and contact quality (1). Our full GNet++ model, fine-tuned on MOGRAS with the
proposed penetration loss, significantly outperforms both state-of-the-art baselines and its
ablated variants across all metrics. This demonstrates the importance of both scene-aware
conditioning and explicit collision penalization.

Penetration (/) Object Contact (1) Floor Contact (1)
Method Scene  Object Floor | Precision Recall F1 | Precision Recall FI1
GOAL [33] 435% 3.49%  3.62% 0.85 0.76  0.80 0.70 0.83  0.76
SAGA [37] 580% 2.67% 1.14% 0.77 071  0.74 0.81 0.83 0.82
GNet++ (w/o MOGRAS ft) | 447% 2.48%  0.58% 0.85 0.77  0.81 0.72 0.84 0.78
GNet++ (w/o pen. loss) 391% 2.07% 0.098% 0.74 0.70  0.72 0.81 0.88 0.84
GNet++ (Ours) 313% 145% 0.029% 0.86 0.79 0.82 0.90 095 092

Effect of MOGRAS: Fine-tuning on our dataset (comparing row 3 vs. row 5) is crucial
for reducing floor and scene penetration, as it provides the necessary examples of full-body
interaction in context.

Effect of Penetration Loss: Adding our explicit penetration loss (comparing row 4 vs.
row 5) provides the largest single improvement in scene penetration, proving its effectiveness
in enforcing physical constraints.

These results confirm that both our MOGRAS dataset and the proposed GNet++ archi-
tecture are essential for achieving high-quality, scene-aware grasping.

5 Conclusion

In this work, we introduced MOGRAS, a large-scale dataset that addresses a critical gap in
human-scene interaction research by providing full-body grasping motions within complex
3D scenes. We also proposed GNet++, a novel generative model that leverages this dataset
to produce physically plausible and scene-aware grasps. Our extensive quantitative and qual-
itative evaluations demonstrate that GNet++ significantly outperforms existing baselines by
generating human meshes with minimal scene and object penetration, thereby improving the
realism and physical accuracy of human-object interactions.

Beyond its immediate use for scene-aware grasping, the MOGRAS dataset serves as a
versatile resource for future research in motion generation, simulation, and scene understand-
ing. By providing a rich foundation of physically plausible human-scene interactions, we
hope our work encourages the community to explore more complex, dynamic, and context-
aware human behaviors in virtual environments.
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