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Abstract

Monitoring greenhouse gas emissions and evaluating national inventories require ef-
ficient, scalable, and reliable inference methods. Top-down approaches, combined with
recent advances in satellite observations, provide new opportunities to evaluate emissions
at continental and global scales. However, transport models used in these methods remain
a key source of uncertainty: they are computationally expensive to run at scale, and their
uncertainty is difficult to characterise. Artificial intelligence offers a dual opportunity to
accelerate transport simulations and to quantify their associated uncertainty.

We present an ensemble-based pipeline for estimating atmospheric transport “foot-
prints”, greenhouse gas mole fraction measurements, and their uncertainties using a
graph neural network emulator of a Lagrangian Particle Dispersion Model (LPDM). The
approach is demonstrated with GOSAT (Greenhouse Gases Observing Satellite) obser-
vations for Brazil in 2016. The emulator achieved a ~1,000x speed-up over the NAME
LPDM, while reproducing large-scale footprint structures. Ensembles were calculated to
quantify absolute and relative uncertainty, revealing spatial correlations with prediction
error. The results show that ensemble spread highlights low-confidence spatial and tem-
poral predictions for both atmospheric transport footprints and methane mole fractions.

While demonstrated here for an LPDM emulator, the approach could be applied more
generally to atmospheric transport models, supporting uncertainty-aware greenhouse gas
inversion systems and improving the robustness of satellite-based emissions monitoring.
With further development, ensemble-based emulators could also help explore systematic
LPDM errors, offering a computationally efficient pathway towards a more comprehen-
sive uncertainty budget in greenhouse gas flux estimates.

© 2025. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.
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1 Introduction

Tracking of global climate commitments relies primarily on inventory based (“bottom-up”)
national self-reporting of greenhouse gas (GHG) emissions. However, these approaches are
increasingly complemented by top-down methods using in situ measurements and/or satel-
lite retrievals, combined with atmospheric transport models. Atmospheric transport models
are therefore an increasingly important component of national emissions evaluation systems.
However, understanding of their inherent uncertainties remains a major challenge for the ac-
curate quantification of GHG fluxes [21]. Transport uncertainty arises from multiple sources,
including errors in meteorological inputs, simplifications in model physics, and interpolation
errors in space and time [9], and can affect both regional [3, 22] and global scales [5, 14]. For
example, meteorological fields have uncertainties caused by errors and gaps in observations
and forecast models, and even small perturbations in wind fields can significantly alter the
gas dispersion, and these errors propagate into downstream estimates of emissions [8, 19].

The gold standard approach to evaluating transport models has been controlled tracer-
release experiments, where known emissions provide a benchmark for testing model skill [ 13,
25]. These physical experiments are logistically complex, spatially and temporally sparse,
and expensive to perform, limiting their use for broad-scale uncertainty characterisation or
to the specific locations and observed meteorological conditions, requiring computational
methods to understand and quantify uncertainty. Common approaches include ensemble
modelling, where perturbations in input meteorology or model parameters generate a spread
of outcomes that can be used to approximate transport uncertainty [7]. However, ensem-
bles of physics simulations are particularly computationally costly for Lagrangian Particle
Dispersion Models (LPDMs) run at high spatial and temporal resolutions or over extended
geographical domains [18]. These challenges are well recognised by the community, with
recent policy and science roadmaps emphasising the need to better quantify transport-related
uncertainty if we are to realise the full value of emerging GHG observation systems [5, 6, 14].

Machine learning offers attractive alternatives [15], and, among these, ensembles of neu-
ral networks have emerged as one of the most effective strategies for uncertainty estimation,
with Bayesian Neural Networks (BNNs) [4] and deep ensembles [17] often regarded as the
de facto standard. Both approaches work by averaging predictions across multiple models to
obtain a predictive distribution, but at the cost of substantial computational overhead. More
efficient approximations of full ensembles, such as BatchEnsemble [28] or Monte Carlo
Dropout [11], have been proposed to capture similar benefits with reduced overhead, though
each comes with trade-offs in accuracy or inference cost. These developments highlight
the central role of ensembles in uncertainty quantification and motivate the use of machine
learning emulators as a practical surrogate for computationally expensive transport models.
Recent work has demonstrated the potential of emulators to reproduce the outputs of com-
plex transport models at significantly reduced computational cost, opening the possibility of
using ensembles of such emulators as a proxy for uncertainty quantification [1, 10]. If an
emulator struggles to reproduce certain transport behaviours, that might provide a signal that
that area or conditions lead to more inherent variability in the LPDM outputs, and there-
fore more uncertainty. Such approaches could provide a computationally efficient way to
characterise error structure, in contrast to conventional physical ensembles.

In this paper, we take the first step towards this goal for GHG flux estimates by quantify-
ing the emulation error of a graph neural network (GNN) LPDM emulator for GHG transport.
We examine how well the ensembled emulator captures transport dynamics and use its er-
rors as a diagnostic for uncertainty, over spatial and temporal dimensions. The pipeline and
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Figure 1: Top row: predicted atmospheric transport footprints generated by the four GATES
(LPDM emulator) models for the same randomly selected time point from the test set. Bot-
tom row: A comparison against the true LPDM footprint (e) with the GATES emulator
ensemble mean prediction (f), normalised mean absolute error (NMAE) between the two
(g), and coefficient of variation (CV) of predictions (h).

analysis that we describe here can be applied more broadly, for example to characterise the
uncertainty in LPDM-only ensembles from meteorological or physical perturbations. By in-
tegrating machine learning uncertainty quantification with atmospheric transport modelling,
our contribution aims to bridge the gap between computational feasibility and robust GHG
emissions estimation.

2 Methods

2.1 Dataset

We utilise a GNN model to emulate LPDM-derived transport “footprints” (Figure 1). Each
footprint represents the sensitivity of a satellite measurement to surface emissions, computed
by releasing thousands of hypothetical air parcels backwards in time for 30 days from the
satellite sounding location (measurement point) and altitude using atmospheric state esti-
mates. These parcels record their surface contact, yielding a two-dimensional sensitivity
field. In our experiments, this occurs on a regular latitude—longitude grid (~33 x 25 km
resolution) spanning 60.98° S to 22.32° N and 91.33° W to 24.8° W over South America,
generated with the UK Met Office’s NAME LPDM. Footprint values are log-transformed.

The GNN model utilises 160 input features per grid cell, following recently established
methods [10]. The model utilises a range of time-varying meteorological features derived
from the Met Office’s Unified Model (UM) global analysis fields, and static features to pro-
vide location-specific context. The meteorological features are extracted at seven vertical
levels (100 m to 18 km) and at three time steps relative to the observation (0, —6, and —12
hours).

The dataset is split by observation period as follows, training set: 2014-2015 (~11,165
footprints); validation set: Jan—-Mar 2016 (~4,314 footprints); and a test set: Apr—Dec 2016
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(~16,945 footprints). This separation ensures that validation and testing contain unseen
meteorological conditions, preventing temporal leakage from the training set.

2.2 Model architecture and training

We emulate LPDM-generated footprints using the GATES framework [10], a GNN designed
to replicate atmospheric transport footprints at a fraction of the computational cost. In the
training phase, the model operates on a 50 x 50 grid centred on each observation; for the
purposes of this uncertainty study inference is performed over the same 50 x 50 grid, with
out-of-domain areas filled with zeros.

The GATES model follows an encoder—processor—decoder structure:

* Encoder: Maps grid inputs into an abstract triangular mesh. Local features are aggre-
gated using multi-layer perceptrons (MLPs).

* Processor: Performs multiple rounds of message passing [2] across mesh nodes, each
connected to six neighbours nodes.

e Decoder: Maps mesh features back to the original grid, predicting footprint values
per cell.

Four GATES models were independently trained with different random seeds with which
to initialise model weights. An ensemble of four models was chosen as the minimum viable
quantity to demonstrate the technique. Training of each model takes ~10 hours on a 32 GB
NVIDIA V100 GPU. Post-processing steps include thresholding near-zero values to reduce
noise and applying bias correction via quantile mapping using the validation set. Predictive
performance was calculated as the error by subtracting the LPDM footprint values from the
mean predicted values.

2.3 Mole fraction calculations

Each footprint (GATES-emulated or LPDM-generated) is convolved with a flux field to ob-
tain above-baseline column methane mole fractions. Results are presented using two differ-
ent methane flux fields, both re-gridded to the footprint resolution: a bottom-up map, and a
uniform map. The bottom-up flux field, the same used in [26] and [10], aggregates anthro-
pogenic emissions (EDGAR v4.3.2 database [16]), biomass burning (GFED v4.1 [27]) and
wetlands (SWAMPS [23]) We use the map for June 2016 throughout, to remove seasonal
differences in the comparison. The uniform flux emissions field is scaled to the median
magnitude of the bottom-up emissions flux field to result in interpretable results. The two
flux fields therefore serve complementary roles: the bottom-up field reflects realistic spatial
emissions variability, while the uniform field enables clearer attribution of uncertainty to
transport processes alone.

2.4 Uncertainty analysis

Uncertainty was quantified for the ensemble of four GATES models two ways: firstly ab-
solute uncertainty was considered by calculating the standard deviation of predictions, sec-
ondly relative uncertainty was measured by calculating the coefficient of variation (CV req)
as presented in Equation (1) — an established metric for atmospheric transport uncertainty [20].


Citation
Citation
{Fillola, Santos-Rodriguez, Tunnicliffe, Clark, Keshtmand, Ganesan, and Rigby} 2025

Citation
Citation
{Battaglia, Hamrick, Bapst, Sanchez-Gonzalez, Zambaldi, Malinowski, Tacchetti, Raposo, Santoro, Faulkner, GÃ¼lÃ§ehre, Song, Ballard, Gilmer, Dahl, Vaswani, Allen, Nash, Langston, Dyer, Heess, Wierstra, Kohli, Botvinick, Vinyals, Li, and Pascanu} 2018

Citation
Citation
{Tunnicliffe, Ganesan, Parker, Boesch, Gedney, Poulter, Zhang, Lavri{£}, Walter, Rigby, etprotect unhbox voidb@x protect penalty @M  {}al.} 2020

Citation
Citation
{Fillola, Santos-Rodriguez, Tunnicliffe, Clark, Keshtmand, Ganesan, and Rigby} 2025

Citation
Citation
{Janssens-Maenhout, Crippa, Guizzardi, Muntean, Schaaf, Dentener, Bergamaschi, Pagliari, Olivier, Peters, van Aardenne, Monni, Doering, Petrescu, Solazzo, and Oreggioni} 2019

Citation
Citation
{vanprotect unhbox voidb@x protect penalty @M  {}der Werf, Randerson, Giglio, van Leeuwen, Chen, Rogers, Mu, van Marle, Morton, Collatz, Yokelson, and Kasibhatla} 2017

Citation
Citation
{Schroeder, McDonald, Chapman, Jensen, Podest, Tessler, Bohn, and Zimmermann} 2015

Citation
Citation
{Miller, Hayek, Andrews, Fung, and Liu} 2015


CLARK ET AL.: EMULATOR UNCERTAINTY IN EMISSIONS ESTIMATES

a) Train/test loss

b) NMAE_transformed

le—6 C) MSE_transformed

2.75 rai
— train loss 12
test loss .
2.50 11
1.1
2.25
\ 1.0 1.0
2.0071 \
0.9
1.75
0.9 0.8
1.50
0 20 40 60 80 100 20 40 60 80 100 ] 20 40 60 80 100
d) Accuracy e) lou 10 f) R2
0.74 04
’ 0.5
0.72
0.70 03 0.0
-0.5
0.68 0.2
0.66 -1.0
0 20 40 60 80 100 20 40 60 80 100 0 20 40 60 80 100
Epoch

Figure 2: Mean performance during GATES LPDM emulator model development across
standard machine learning metrics. Panels b-f present performance on the test set. NMAE =
Normalised mean absolute error. MSE = Mean squared error. IoU = Intersection over union.
R? = coefficient of determination. Error bars represent the standard deviation across the four
trained models.

Opred

CVprea = —20
pre ,upred Te

(D

where Opreq is the standard deviation across model predictions, Upred is the predicted mean,
and € is a small constant for numerical stability.

These metrics are applied to both footprints and methane mole fractions, and across
spatial and temporal dimensions.

3 Results

3.1 Model training

Uncertainty during model development is demonstrated across 100 training epochs for the
four trained models (Figure 2). Train and test loss (a) decreased steadily with limited sepa-
ration between models, while both NMAE (b) and MSE (c) exhibited wider error margins,
suggesting greater sensitivity to random model initialisation. Accuracy (d) improved grad-
ually with low uncertainty bands, whereas IoU (e) and R? (f) converged with uncertainty
bands approximately comparable to the variability per epoch within runs. Inference time
was ~0.75 s per footprint, yielding a ~1,000x speed-up compared with a single LPDM
simulation (~20 min), enabling large-scale ensemble application.
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a) Temporal Coefficient of Variation b) Surface wind rose at release points
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Figure 3: Left: temporal coefficient of variation of the mean prediction over the entire test
set. Right: wind rose for surface-level winds, centred around the release point per footprint
of the test set.

3.2 Footprints

Predicted footprints reproduced the large-scale structure of LPDM sensitivities(Figure 1a-d,
f), capturing the plume extent and orientation of the LPDM footprint (Figure le).

Predicted footprints from the four models broadly matched the true footprint’s over-
all structure and each produced qualitatively similar footprints (Figure la-d), indicating a
broadly consistent prediction in shape and direction of spatial sensitivity. Relative errors and
inter-model uncertainty were most apparent at footprint edges and in regions of low sen-
sitivity to surface fluxes (low footprint values) outside of the main footprint, highlighting
unstable predictions (Figure 1g,h).

Aggregated temporal and spatial uncertainties revealed structured patterns (Figures 3, 4).
On average, per footprint, relative uncertainties were lowest in the east (Figure 3a), aligning
with persistent easterly winds (Figure 3b). At the continent scale, lowest average uncertain-
ties were found in north eastern South America (Figure 4c,d). Higher uncertainties occurred
in the western regions, such as in the Andes which have more heterogeneous topography,
suggesting that dynamically complex meteorological regimes reduce emulator robustness.
The coefficient of variation (Figure 4d) further highlighted regions of low sensitivity (Fig-
ure 4a,b) but disproportionately high uncertainty, such as the eastern coast of the continent.

3.3 Methane mole fraction predictions

The presented pipeline enables quantification of the mole fraction uncertainty resulting from
the footprint emulation error. Timeseries analysis (Figure 5) showed temporal periods of
heightened uncertainty between GNN models (blue line). Similarly large temporal fluctua-
tions in mole fraction derived using LPDM footprints occur (red line).

While the raw time series is dense, spatial maps provided clearer insight (Figure 6). Panel
1 of (Figure 6) demonstrates that mole fraction uncertainties derived with bottom-up emis-
sions flux broadly mirrored the footprint uncertainty structure (Figure 4), with higher spread
in the north-west. Absolute uncertainty was largest where transport sensitivities and mole
fractions were highest (Figure 6 upper panel, plots a,b,d), while the coefficient of variation
revealed relative instability in regions of low baseline sensitivity (panel e). Importantly, the
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a) Mean True Footprint b) Mean Predicted Footprint c) Absolute Uncertainty (Std Dev) d) Relative Uncertainty (CV)
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Figure 4: Spatial maps of mean footprint sensitivities across South America. a) LPDM-
generated, b) GATES-predicted, c) standard deviation of predictions, and d) coefficient of
variation across the four models.
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Figure 5: Relative uncertainty for predicted mole fractions across the first 200 time points
of the test set, compared against mole fractions using LPDM footprints. Both are calculated
using the bottom-up flux field.

spatial pattern of absolute ensemble uncertainty (panel d) qualitatively matches the mean
error (panel c), indicating that uncertainty estimates are informative of prediction reliability:
regions with higher spread generally coincide with larger deviations from the LPDM-derived
mole fractions.

The uniform flux case (lower panel of Figure 6) provides a baseline in which spatial
variability arises solely from transport rather than emission heterogeneity. Crucially, ensem-
ble spread continues to align with mean error, confirming that the emulator’s uncertainty
estimates capture transport-driven variability rather than artefacts of the flux field.
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Figure 6: Spatial map of mole fractions and uncertainties with bottom-up emissions flux (1)
and uniform flux (2). For each: a) true mole fractions using LPDM-based footprints, b) pre-
dicted mole fractions using GATES, c) mean error between the two, d) absolute uncertainty
(standard deviation), e) relative uncertainty (coefficient of variation).

4 Discussion

This study demonstrates that ensembles of graph neural network transport emulators can pro-
vide both fast and informative estimates of uncertainty in atmospheric footprints and derived
mole fractions. The correspondence between ensemble spread and prediction error suggests
that model disagreement can serve as a practical indicator of low-confidence predictions.
This finding is consistent with other deep learning domains where ensemble spread aligns
with true error patterns [1].

Two main insights emerge. First, uncertainty is structured rather than random: it is low-
est in regions of persistent easterly flow and highest in complex regions such as the Andes
mountains and southern latitudes, following established findings [20]. Second, relative un-
certainty (coefficient of variance, CV) complements absolute metrics by identifying unstable
predictions in low-sensitivity regions that may otherwise be overlooked.

From an applications perspective, these results have direct relevance for top-down emis-
sions estimation. Current inversion frameworks often assume transport errors are uniform
or uncorrelated [26], whereas our approach provides data-driven identification of more un-
certain emulated footprints. Incorporating these uncertainty layers could improve inversion
robustness and guide prioritisation of satellite retrievals.

Several limitations remain. The ensemble size was small (n = 4) and whilst this proved
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sufficient to demonstrate that ensemble spread captures regions of low predictive confidence,
scaling to larger ensembles (e.g. 10-20 members) would provide more stable estimates. Ex-
ploring trade-offs between ensemble size, computational cost, and predictive gains remains
an important direction for future work. Our demonstration focused on GOSAT methane
retrievals over Brazil in 2016. Although this choice provided a well-constrained test case,
further validation is required across different regions, time periods, and gas species. Inver-
sion systems typically combine atmospheric transport, prior fluxes, and satellite retrievals
within a Bayesian framework to produce optimised surface fluxes. Our current analysis iso-
lates uncertainty associated with atmospheric transport, as represented by NAME and the
GNN emulators. Other possible sources of error within the wider inversion system were not
considered. Propagating and combining the multiple sources of uncertainty within a unified
inversion framework is a remaining opportunity. Exploration of additional techniques for
uncertainty quantification including Bayesian Neural Networks [12] or calibration [24] are
warranted. Future work should also explore correlations between ensemble spread and input
feature sparsity, systematic model errors, and inversion experiments to quantify the influence
of these factors on derived fluxes.

5 Conclusions

We introduce an ensemble-based pipeline for quantifying uncertainty in graph neural net-
work emulators of atmospheric transport footprints. Applied to GOSAT methane retrievals
over Brazil, the method revealed structured spatial and temporal uncertainty patterns, with
ensemble spread reliably flagging regions and times of low predictive confidence. The ap-
proach offers actionable uncertainty estimates using a computationally efficient method. En-
semble spread correlates with emulation error, allowing selective down-weighting of uncer-
tain predictions, using an emulator offering a ~1,000x speed-up compared with NAME
LPDM, enabling fast and scalable ensemble-scale analyses. Although demonstrated for an
LPDM emulator, the framework could be applied to other atmospheric transport models. By
bridging computational feasibility with robust uncertainty quantification, this work supports
more reliable satellite-based greenhouse gas monitoring, directly informing climate policy
and inventory verification.
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