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Abstract

Face attractiveness is a subjective topic studied in order to determine when one per-
son’s face or image is "beautiful" based primarily on symmetrical and shaped facial traits.
This topic has recently received attention because it may help determine if one face im-
age was digitally modified to simulate different identities. In this work, we explored the
capability to be applied to morphing images. Thus, an automatic face beauty score ap-
proach was trained using deep learning techniques based on human votes. This beauty
score was applied to morph images created from different numbers of subjects, and a
classifier was trained with latent vectors derived from two feature extractors and sent to
a differential classifier focused on a score fusion scheme. Our finding raised the question
of the impact of beautifying images and their effects on evading morph detection.

1 Introduction
Nowadays, many digital tools are available that have the purpose of modifying and altering
facial images, such as digital makeup using apps, retouching and morphing images, to change
the physical face appearance with the intent to remove imperfections or to reach a look
similar to another subject or celebrity [13, 25, 26]. Beyond that, further changes can be
made to face images in the digital domain, e.g. enlarging of the eyes. On the other hand,
one subject and its accomplishments can create morph images to use the same picture in a
passport application. The use of these tools to improve the face appearance is mostly called
"beautification" [11, 25, 26, 33].

Moreover, in many countries, the applicant for electronic travel documents can provide
the photo used for the identity document himself in printed form. That is, various types of
image editing, including facial beautification, can be performed prior to the submission of
the facial image to the administration and hence can negatively affect the performance of a
facial recognition system, e.g., for automated border control.

The main hypothesis for this work is that a "less beautiful" face is correlated with bona
fide images, which present more imperfection on the face skin, than the morph images, which
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present smoother faces. In that context, "less beautiful" means more imperfection on faces,
and "most beautiful" means smothering faces, such as morph images.

Face images are manipulated to make their shapes closer to the average faces and are
perceived as more attractive. The influences of symmetry and averageness are often con-
founded in studies based on full-face views of faces. Attackers or criminals have exploited
these relationships and obtained access to border control applications with valid passports
using retouching, averaging techniques and morphed face images [33, 35].

The Morphing Attack Detection (MAD) aims to detect unauthorised individuals who
present an identity document with a morphed image to gain access to a "valid" identity,
for instance, in border control processes. Morphing can be understood as a technique to
combine two or more look-alike facial images from one subject and an accomplice who
could apply for a valid passport. As both contributing subjects can be verified against the
morphed face image, the identity of the accomplice can be exploited. Morphing takes place
in the enrolment process stage. Automatic detection of morphing attacks can be broadly
divided into two types: (1) Single Image Morphing Attack Detection (S-MAD) techniques
(no-reference MAD) and Differential Morphing Attack Detection (D-MAD) methods [30].
The S-MAD scenario is more challenging as the decision needs to be taken on a single image
without a trusted image available for the same subject [5, 32, 34]. This approach is based on
D-MAD according to real-life applications.

A morphing attack’s success depends on the decision of human observers, especially a
passport identification expert. The real-life application for a border police expert who com-
pares the passport reference image of the traveller (digital extracted from the embedded chip)
with the facial appearance of the traveller [29, 30] is too hard because of the improvements
of the morphing tools and because of the difficulty for the human expert to localise facial
areas, in which morphing artefacts are present [22].

To validate our hypothesis, we analyse the creation of morph images with many subjects
(from 2 to 16) and estimate their automatic beauty score based on human votes. Further, we
estimated differences using feature vectors from bona fide and morph faces obtained from
deep face representations and their classification scores, which are fused with beauty scores
to distinguish between bona fide and morphed face images.

The main contributions of this work are as follows:

• The automatic beauty scoring method was explored in order to show the feasibility of
using beauty information to distinguish bona fide from morphing face images.

• Two new beauty networks were trained based on ICAO requirements for face images
to explore how deep learning can also be used to automatically estimate the beauty
score based on human votes.

• A challenge differential approach based on two different face recognition feature ex-
tractions was explored in order to train a classifier and measure the performance of
D-MAD.

• A fusion score approach was proposed in order to measure the incorporation of the
beauty score as complementary information for D-MAD.

This paper is organised as follows: The related work is described in Section 2. The
database and metrics are in Section 3 and 4. The methods are described in Section 5. The
experiments and results in Section 6, and the conclusion is presented in Section 7.
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2 Related work
The state-of-the-art for facial beauty assessment has been studied considering different ap-
proaches using psychological points of view [17, 35], machine learning with face landmark
detection, geometrical features [18, 27], and feature extraction based on texture, shape, or
frequency [4, 19]. Deep learning techniques based on transfer learning approaches with sev-
eral Convolutional Neural Networks (CNN) such as VGG, ResNet and Others [13, 31, 33].
Moreover, Generative Adversarial Networks (GAN) have been used in order to generate
synthetic images with different levels of beauty [8, 11].

Valentine et al. [35] explored the perception of beauty from a psychological point of view
and analysed the symmetrical and average features from frontal and profile (lateral) views.
Both full-face and profile views were perceived as less attractive than the average shape. It
is concluded that averageness is independent of any effect of symmetry on the perceived
attractiveness of female faces.

Lian et al. [18] provided the SCUT-FBP5500 database created by votes from 60 volun-
teers with about 5,500 face images. They proposed different approaches for beauty scoring
based on handcrafted feature extraction and CNN, such as AlexNet and ResNet. The result
shows the superiority of CNN-based approaches over handcrafted and landmark-based.

Diamant et al. [8] propose generating and beautifying facial images using conditional
beauty level, creating a variant of Progressive GAN. To verify the validity of this idea, they
trained a predictive model on the SCUT-FBP5500 dataset and tested it on 200 random images
from CelebAHQ [20]. 60 VGG models were trained, one per human rater, with the weights
initialised from VGG trained on ImageNet [6].

Zhitong et al. [12] propose to generate synthetic face beauty images based on GANs us-
ing three modules: adaptive instances normalisation, cycle consistency and identity preser-
vation beauty transformation. A Face Beauty Predictor (FBP) is introduced to ensure the
output face’s beauty score equals the target. FBP is a pre-trained CNN that can predict the
beauty score of a given face, and the parameters of FBP are fixed during the whole training
process. They also used the SCUT-FBP5500 as the face beauty dataset.

Inspired by the previous works in [18], we proposed to create a "BeautyNet" to extrapo-
late the knowledge of 60 human voters used in the SCUT-FBP5500 database to be adapted to
FERET and FRGCv2 images based on ICAO constraints and to create an Automatic Facial
Beauty score applied to bona fide and morph images. This new score was integrated into the
MAD processing pipeline as additional information.

3 Database
In this work, four different databases were used: SCUT-FBP5500 [18], FERET [23], FRGCv2
databases [24] and MultiMorph [9].

The SCUT-FBP5500 database was used to train the "BeautyNet" and to estimate the
beauty score. This dataset has a total of 5,500 images, and it is one of the most used in the
literature. All the images are labelled with beauty scores ranging from [1, 5] provided by a
total of 60 volunteers aged from 18-27 (average 21.6), where the beauty score 1 means "low
beauty" and 5 means "high beauty" [18] as is shown in Figure 1. According to Liang et al.,
[18], 330,000 human beauty scores were evaluated using a web-based GUI system to obtain
the facial beauty scores for each image.

The FERET dataset is a subset of the Colour FERET Database, generated in the context
of the Facial Recognition Technology program technically handled by the National Institute
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Figure 1: Example of SCUT-FBP5500 face images manually labelled. Left: "Less beauty
score" (index 1). Right: "Most beauty score" (index 5).

Figure 2: Example of MultiMorph images. From left to right: Morph images using K = 2,
4, 8, 16. Where K is the number of face images.

of Standards and Technology (NIST). It contains 569 bona fide images.
The FRGCv2 dataset used in this work is a constrained subset of the second version of

the Face Recognition Grand Challenge dataset. It contains 979 bona fide face images.
Using different morphing tools, the FERET and FRGCv2 databases were used to create

the morph images based on the protocol described in [30].
All the images were captured in a controlled scenario and included variations in pose

and illumination. FRGCv2 presents images that are more compliant with the passport por-
trait photo requirements. The images contain illumination variation, different sharpness and
changes in the background. The original images have a size of 720×960 pixels. For this pa-
per, the faces were detected, and images were resized and reduced to 224×224 pixels. These
images still fulfil the resolution requirement of the intra-eye distance of 90 pixels defined by
ICAO specification 9303 for Machine Readable Passports [15].

The MultiMorph dataset (MM) contains Morph faces from multiple K contributors and
was created from 923 manually labelled FERET and FRGCv2 face database subjects [9].
This dataset was used to evaluate and analyse the morph average hypothesis. We replaced
the bona fide with FERET and FRGC images that were not used in the morphing process.
The quality assurance was manually performed for the face images of these subjects. Then,
the morphing algorithm Face Morpher [3] was used. Table 1 shows a summary of the
databases and a number of images used in this work.

Table 1: Number of images used for FERET, FRGCv2, MM and SCUT dataset.
Datasets Nº Subjects Bona fide Morphs
FRGCv2 979 979 964
FERET 569 569 569
MultiMorph (MM) 3,692 923 10,123
SCUT-FBP5500 5,500 5,500 N/A

3.1 Morphing Tools
The following algorithms were used to create morph images from pairs of parent images:
FaceFusion [2], FaceMorpher, OpenCV-Morph, [1] and UBO-Morpher [10]. These mor-
phing tools represent different qualities of morphed images in terms of background noise,
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Table 2: Morphing tool software and the number of images created by each method. The
number of images is per dataset (FRGCv2/FERET).

Database Nº Subjects Bona fide Morphs
FaceFusion 533/529 984/529 964/529
FaceMorpher 533/529 984/529 964/529
OpenCV-Morph 533/529 984/529 964/529
UBO-Morpher 533/529 984 /529 964/529

Figure 3: Example of Morphing tool images. Left to right: Subject 1, FaceMorpher, Face-
Fusion, OpenCV, UBO-Morpher and Subject 2.

artefacts, and others. Table 2 shows a summary of the images per each morphing tool. Figure
3 presents an example of each morphing tool.

4 Metrics

4.1 Morphing Attack Classification Error Rate
The detection performance of biometric MAD algorithms is standardised by ISO/IEC 20059
[16]. The most relevant metrics for this study are the Morphing Attack Classification Error
Rate (MACER) and the Bona fide Presentation Classification Error Rate (BPCER).

The MACER metric measures the proportion of morphing attacks incorrectly classified
as bona fide presentations in a specific scenario. The BPCER measures the proportion of
bona fide presentations incorrectly classified as morphing attacks. The computation method
is detailed in Equation 1, where the value of N corresponds to the number of morphing
presentation images, Resi is 1 if the ith image is classified as morphed, or 0 if it was classified
as a bona fide presentation.

MACER =
∑

NM
i=1 1−Resi

NM
, BPCER =

∑
NBF
i=1 Resi

NBF
(1)

On the other hand, the BPCER metric measures the proportion of bona fide presentations
wrongly classified as a morph. BPCER can be computed using Equation 1, where NBF is
the amount of bona fide presentation images, and Resi takes the same values described in the
MACER metric. Together, the two metrics determine the performance of the system, and
they are subject to a specific operation point.

Finally, BPCER_AP and the Equal Error Rate (EER) are used to analyse the system per-
formance on a specific operating point. The latter is the operating point where MACER and
BPCER are equal. This operating point corresponds to the intersection with the diagonal line
in a Detection Error Trade-off (DET) curve, which is also reported for all the experiments.

5 Proposed Method
A new framework was proposed based on the state-of-the-art for facial attractiveness assess-
ment and differential morphing attack detection, as shown in Figure 4. This new framework
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includes four different stages: Beauty scoring, Feature extraction, Classifier, and Score level
fusion.

Figure 4: Beauty Morphing Attack Detection Framework.

5.1 Beauty Scoring
One of the challenges of this work is to develop a network named "BeautyNet" that allows
us to create labels representing the beauty scores for any other morph dataset. For this task,
we re-train a new predictor based on VGG-16 and VGG-19 [31]. Contrary to the SCUT-
FBP5500 database, which is less in the wild faces, our images to be assessed are ICAO
compliant. These networks were selected due to their simplicity compared to the state-of-
the-art CNNs.

This architecture is attractive in comparison to other architectures by reducing the size
of the CNN filters to 3×3 and increasing the depth of the network up to 19 layers. In their
paper [31], the authors show that the greater depth of the network positively influences the
classification results and that the VGGNet model is capable of generalising for a wide range
of tasks and databases.

In order to analyse the influence of the new beauty scores, a comparison between bona
fide and morphed images was created with different numbers of subjects. Figure 5 shows
a Probability Distribution (PD) of the beauty score used to demonstrate and evaluate our
hypothesis regarding that morph images are considered more beautiful while more subjects
are used to create the morph. Blue curves represent the beauty score for bona fide images,
and the Pink curve represents the beauty score for K = 2, 4, 8 and 16, respectively. The
figures show that the PD is displaced to the right when the K value is increased.

5.2 Feature extraction
Deep Face Representations (DFR) are extracted from the reference and probe image using
two different algorithms: ArcFace [7], and MagFace [21].

5.2.1 ArcFace

The ArcFace is based on the ResNet-50 and ResNet-100 architecture and uses Additive
Angular Margin Loss to obtain highly discriminative features for face recognition [14].

ArcFace was shown to achieve state-of-the-art recognition performance on various chal-
lenging datasets. The pre-trained deep face recognition network is used as a feature extractor,
i.e. the deep representations extracted by the neural network (on the lowest layer). Feature
vectors comprising 512 floats are extracted from the suspected image and from the trusted
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Figure 5: Left to Right: PD of the FRGC database (Bona fides) versus MALE/FEMALE
face images probability distribution from MultiMorph for K = 2, K = 4, K = 8 and K = 16.

live capture face images. It is expected that alterations induced by morphed images will also
be reflected in extracted deep-face features. Due to the high generalisation capabilities of
deep face recognition systems with respect to textural changes of the skin face, such changes
might be more pronounced in the case of morph and smothered faces induced through the
beautification process. A similar procedure was applied to MagFace as feature extractors.

5.2.2 MagFace

MagFace tackles problems with previous angular margin-based losses, which are quality-
agnostic and hence can lead to unstable within-class distribution as high-quality face images
can stay at the decision boundary, whereas lower-quality images can be at the class centre.
This is especially a problem in unconstrained in-the-wild recognition. To solve this, Mag-
Face encodes quality information into the feature representation by considering the feature
magnitude as a quality indicator.

5.3 Classifier

A Support Vector Machine (SVM) was used for training and classification, and the sub-
traction of embedding features was estimated from pairs of feature vectors extracted from
the suspected (morphed) image and from the trusted live captured images. Specifically, an
element-wise subtraction of feature vectors is performed [30]. In the training stage, differ-
ence vectors were extracted for each feature extractor, and SVMs with Radial Basis Function
(RBF) kernels were trained to distinguish between bona fide and morphed beauty face im-
ages. Data normalisation was applied as the feature elements of extracted feature vectors are
expected to have different ranges.

5.4 Score Level Fusion

The trained SVM generates a normalised MAD score in the range [0, 1]. Subsequently, a
score level fusion is performed by testing the weight and sum score operation. The sum
rule is used to obtain a fused score based on the final decision between the SVM score and
the beauty score. The beautify score for each image is computed and normalised also in
the range [0, 1] in the standalone process using the BeautyNet described in section 5.1 for
FERET and FRGCv2 databases.
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6 Experiment and Results
This section describes and explores a D-MAD approach to classify bona fide and morphing
images based on the premise that morph faces are more "beautiful". In this case, our limita-
tion is that the FERET and FRGC morphing sets were created using only the two subjects.
For this task, we use three different experiments: Exp1.) D-MAD using only beauty scores.
Exp2.) D-MAD using SVM scores from embedding. Exp3.) D-MAD using the fusion of
beauty and MAD scores.

OpenCV and FaceMorpher images from FERET were used to train and estimate the SVM
classification score. The FaceFusion and UBO-Morpher from FRGC images were used for
testing. This selection was applied based on the quality of the output morphing tool, and it
is considered a challenging scenario, as is shown in Figure 3.

6.1 Experiment 1: Beauty score
The SCUT-FBP5500 database was divided into 60% training, 20% validation and 20% tests.
According to the network’s requirements, the image size was reduced to 224×224×3. Data
augmentation is based on flip images, random rotation by 10 degrees, and centring crop.
Our trained model is used for beauty prediction by using the L2-norm distance loss. Each
raw RGB image is resized as 256× 256, and then a 227× 227 random crop of raw images
is obtained to feed into VGG-16 or VGG-19. We set the batch size as 16, epochs=50, and
weight decay coefficient as 5e−4.

6.2 Experiment 2: Deep Face Representation (DFR)
In order to compare our results with the state-of-the-art [18, 28], the differential approach
proposed by [30] was re-implemented. For DFR, a feature extractor based on ResNet50/100
for the ArcFace and MagFace was evaluated.

6.3 Experiment 3: Score Fusion
A fusion approach was explored to combine the SVM training scores from differential em-
beddings and the beauty scores. The beauty score was computed in a stand-alone operation.
An alpha factor (α) was used to determine the contribution of the SVM and beauty scores.
A grid search was used to determine the alpha value (α) as follows in the equation:

x = DFRScore ∗α1 +BeautyScore ∗ (1−α1) (2)

Table 3, shows the EER results for the FRGCv2, UBO morphing tool as a test set. It
is essential to highlight that the DFR system was trained with the FERET database. The
table compares two feature extractors as backbones, ResNet50 and ResNet100, for two face
recognition systems: ArcFace and MagFace, with α equal to 0.8.

From the results, we can observe that the beauty score alone performs the lower results
in classifying bona fide and morph. This result is supported because any features extracted
from the face recognition system were used for prediction.

Our implementation of the retrained MAD approach achieved the best results. However,
when we fused the information with the beauty score, the results could not be considered a
general improvement for MAD because they were based on morphed images created from
only two subjects.
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Figure 6: DET Comparison using UBO database as a test-set. Left to right: ArcFace and
MagFace with alpha = 0.8 and ResNet100 as a feature extractor.

Figure 6 shows the DET curve for experiments 1, 2 and 3, considering a contribution of
80% for the SVM score (MAD) and 20% for the beauty score and ResNet100 as a feature
extractor for ArcFace and MagFace respectively. According to our findings, after analysing
a) the beauty information alone, b) MAD only and c) Fused score information, we can con-
clude that the fusion of beauty score helps only in some cases to improve the D-MAD results.
These results are strongly correlated with the number of subjects used to create the morph.
The results are sometimes competitive but also depend on the feature extraction process and
face recognition. However, if more subjects or contributors are used to generate the morph
images, the beauty score will be valuable to outperform the results according to Figures 5.
The best results for the MAD approach were reached with MagFace, ResNet100 and α equal
to 0.8 with an EER of 3.82%. The MAD approach presents better performance and consis-
tency in most scenarios with ResNet50/100 as a backbone. The fused score approach of the
MAD and beauty scores allows us to reach similar results and improve marginally in some
cases, according to EER, as shown in Figure 6 and Table 3. The best results for our approach
were reached with ArcFace, ResNet100 and α equal to 0.8 with an EER of 3.5%.

Table 3: EER results for D-MAD considering feature extraction from face recognition with
ResNet100 with α = 0.8. and UBO morphed as a test set.

Metric ArcFace - EER (%) MagFace - EER (%)
Beauty 41.5 41.5 41.5 41.5

D-MAD 7.42 3.9 4.63 3.82
Fused - (MAD+Beauty Ours) 10.13 3.5 4.82 3.81

7 Conclusion

This work analysed whether morphed images created from FERET and FRGCv2 exhibit
complement properties extracted from the beauty score. Using state-of-the-art morphing
tools, an empirical evaluation of different morphed images created from K = 2,4,8 and 16
contributors showed that morph faces generally achieve a higher beauty score than random
bona fide.

It is important to remark that the morphed images on the test set were created using only
two subjects (K = 2) because this is the most realistic scenario. Therefore, we can not exploit
the best condition with the K = 8 or 16 subjects. This condition is also extended to a state-
of-the-art database because morphed images were also created based on morph images with
two subjects.
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