T ALADWANI, C ANAGNOSTOPOULOS: SEMI-SUPERVISED FEDERATED LEARNING 1

Semi-Supervised Federated Learning over
Relevant Heterogeneous Data

Tahani Aladwani School of Computing Science
tahani.aladwani@glasgow.ac.uk University of Glasgow
Christos Anagnostopoulos Glasgow, UK

christos.anagnostopoulos@glasgow.ac.uk

Abstract

Federated Learning (FL) aims to collaboratively train models without clients’ data
transfer. However, FL faces significant challenges, particularly concerning model per-
formance, which heavily relies on the quality of clients’ data. Clients’ data quality varies
due to factors like data heterogeneity and labeling strategies across clients. Not all clients
have ground truth labels; client data are often unlabeled, partially labeled, or labeled with
sub-optimal quality due to labeling cost (time and resources) or insufficient expertise.
This paper introduces a novel approach based on Semi-Supervised FL. (SSFL), which
employs a Multi-Purpose pre-trained SSFL model (MP-SSFL) to leverage ground truth
labels from server data for training a global pseudo-labeling model. Such model is, in
turn, utilized for label prediction and distributed data selection across clients while en-
suring privacy preservation. Our MP-SSFL method enables labeling of unlabeled data,
correction of inaccurately labeled data, and mitigation of label overlapping issues. Com-
pared against benchmarks, MP-SSFL significantly enhances the quality of pseudo-labels,
thereby leading to improved performance of global classifier models. Such improve-
ment is notable in cases involving non-identically labeled data across clients with non-
independently and identically distributed data.

1 Introduction

With the advancement of Edge Computing, distributed devices like smartphones and vehicles
have become capable of collecting and storing various forms of data including images, voice,
and text [18]. As a result, edge devices are considered valuable sources of diverse data,
possessing great potential to train Machine Learning (ML) models with higher accuracy and
generalization compared to training over data from one source [6, 11].

However, bringing all these data into a central server is not feasible and practical due to
clients’ data ownership, privacy and volume [16]. Therefore, Federated Learning (FL) has
been proposed as a distributed ML paradigm that aims to train high-quality global model
collaboratively across clients (devices) to facilitate access to more data variety over disjoint
data spaces while leveraging their computing resources to model training [4] [9]. Nonethe-
less, not all clients’ data can improve the global model quality [1] [8]. This depends on the
amount of data in each client, data quality, labels’ availability, and data relevance between
predictive analytics tasks and what data the clients have available [4].
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Therefore, before deploying FL, we address the question: How can we effectively mit-
igate the impact of data heterogeneity across clients on the overall accuracy of a global
model, without disregarding important data subsets, especially in clients with many ir-
relevant data? This question underscores the need to balance the integration of diverse
client data while ensuring the preservation of data quality and relevance. Furthermore, FL-
based tasks become significantly complex in real-world scenarios where labeling inconsis-
tent strategies among clients need to be considered. These issues include differences in
labeling experiences across clients, presence of partially labeled or unlabeled clients’ data,
and potentially attacked clients. Addressing such labeling challenges is essential for ensur-
ing the robustness and reliability of supervised FL models [7]. Furthermore, clients may
have a high rate of irrelevant samples that significantly deteriorates the final global model
performance if they are considered in the training. Meanwhile, it is not trivial to determine
a subset of clients with perfect data for a given task. Each client may consist of sets of ir-
relevant samples and/or unlabeled samples. In traditional FL used for supervised learning
(SL), such clients cannot participate in the training process. However, ignoring these clients
completely makes the global model loose the chance to train upon diverse and real-world
representative data.

To address the challenge of handling irrelevant and unlabeled samples, we propose a
Self-Supervised Learning (SSL) paradigm that builds a pre-trained model on the FL server.
Then, this model is used to predict the sample labels for each client. We consider a sample
relevant if only if the model generates pseudo-labels with high confidence. By employing
SSL in FL, we leverage the limited labeled data available on the server to create a supervised
global pseudo-labeling model. Such model is used to label clients’ samples and extract
knowledge from unlabeled data [13] [17], [19]. The main contributions of this paper are:

* A novel FL-based knowledge transfer mechanism that addresses the sample labeling
challenge over large amounts of unlabeled samples, or untrustworthy labeled samples
(samples labeled by non-expert clients or attacked clients and label flipping across
clients).

* A novel probabilistic data selection mechanism based on the loss of the sample pre-
dicted pseudo-labeling.

* Comprehensive experimental evaluation and comparative assessment over widely-used
benchmark datasets showcasing the effectiveness of our label prediction and data se-
lection mechanisms. Our mechanism, coined Multi-purpose Self-Supervised FL
(MP-SSFL), accurately predicts pseudo-labels and efficiently filters out irrelevant
samples, including those with the same label due to label overlapping.

2 Related Work & Background

There are three different learning paradigms in ML that deal with various types of data.
Supervised learning (SL) is used to make predictions with labeled data. SL is widely studied
in the field of FL, e.g., [14], [10], [18], while the SSL paradigm deals with partially labeled
data or limited labeled data. SSL has drawn more attention in recent studies that focus on
non-IID data and unlabeled samples in clients, e.g., [19], [5],[171,[12], [2],[13],[15], [201,[7].
In this work, we focus on SSL to tackle clients’ labeling issues. Most studies focused on
fixing one labeling problem by using SSL either by assuming clients have unlabeled data


Citation
Citation
{Mawuli, Kumar, Nanor, Fu, Pan, Yang, Zhang, and Shao} 2023

Citation
Citation
{Qiu, Cheng, Gao, Xiong, and Ren} 2023

Citation
Citation
{Yang, Cerrato, Ienco, Pensa, and Esposito} 2023

Citation
Citation
{Zhong, Wang, Bao, Zhou, Zhu, and Zhang} 2023

Citation
Citation
{Tuor, Wang, Ko, Liu, and Leung} 2021

Citation
Citation
{Nagalapatti, Mittal, and Narayanam} 2022

Citation
Citation
{Yoon, Shin, Hwang, and Yang} 2021

Citation
Citation
{Zhong, Wang, Bao, Zhou, Zhu, and Zhang} 2023

Citation
Citation
{Jin, Liu, Chen, and Yang} 2023

Citation
Citation
{Yang, Cerrato, Ienco, Pensa, and Esposito} 2023

Citation
Citation
{Pei, Deng, Tian, Zhang, and Xue} 2022

Citation
Citation
{Feng, Li, Yu, Liu, and Yang} 2022

Citation
Citation
{Qiu, Cheng, Gao, Xiong, and Ren} 2023

Citation
Citation
{Wang, Xu, Yuan, and Quek} 2023

Citation
Citation
{Zhu, Liu, James, and Yuan} 2021

Citation
Citation
{Mawuli, Kumar, Nanor, Fu, Pan, Yang, Zhang, and Shao} 2023


T ALADWANI, C ANAGNOSTOPOULOS: SEMI-SUPERVISED FEDERATED LEARNING 3

or partially labeled data. In case of unlabeled clients, they based on a server SL model to
label clients’ data by employing various techniques like pseudo-labeling or teacher-student
models. Some of these works use CNNs to build label prediction models. However, in
distributed learning environments with heterogeneous devices, we have wider issues than just
unlabeled samples across a set of clients. We meet clients with less labeling experience and
knowledge, and clients with non-identically labeled samples. Such issues degrade the global
model’s performance. Real-world scenarios often involve these challenges when training a
FL model for analytics tasks. Therefore, we adapted a multi-task SSL model to deal with
these issues and bridge the gap between existing works and the issues associated with sample
labeling.

2.1 Federated Learning

Consider a set N of distributed clients, N" = {ny,ny,...,ny}, each one having its local
dataset Dy comprising m labeled samples (Xi,Y;) € Dy. At each communication round in
FL ¢ € [T], a subset of clients N C N is randomly selected by the server S to train a global
model Bg;0pq [20]. Each selected client iy € N trains its local model f = h(6,, X') on samples
(Xk,Yr) € Dy over E epochs, updating the model parameters using stochastic gradient descent
(SGD). The local loss for each client n is defined as: £;(0) = Dik Y (xyp)en, L(f(Xi,0),yi),
where L is the loss function. After training, each client n; sends its updated parameters to
the server S, which aggregates them to update the global model parameters 6, such that:
CARES ﬁ Y.cn 65 The goal is to minimize the global loss £, (0) across all clients, defined
N
as L4(0) = anzl(Dnl)l‘;"l(e)
n=11-1n
i.e., 8 =arg minL,y(0). The updated global parameters 9£,+1 are then distributed to a new
]

. The objective is to find the model parameters @ that minimize Ly,
set of labeled clients N € AV for updating their local models [3].

2.2 Irrelevant Data Filtering

We present two related approaches on filtering out irrelevant data and we adopt them as
baseline methods.

Baseline 1: In [10], the selection of relevant samples is based on the probability of a
sample being relevant. This probability is determined based on the output of function g;,
which yields a value between [0, 1]. Each client n; € N learns a local relevance prediction
function (RDSi) to predict the Relevance Score (RS) for each sample (x;,y;) € n;, where
RS € ]0,1]. The focus is on prioritizing high values of g;(x;,y;) to find the best local model
parameter 6; that is closer to the global model parameter 6, aiming to reduce loss on unseen
test samples.

Baseline 2: In [14], the authors have proposed a data relevant selection mechanism
based on a model built based on the server data. They assumed the server builds a Relevant
Selection Model (RSM). Then, RSM is sent to a set of clients, and each client calculates the
losses for each sample and sends the loss back to the server. The server merges these losses
from all clients and uses them to calculate a filtering threshold. Finally, the server sends
this threshold filter to each client to filter out irrelevant samples in their own local data.
However, this method is not secure as it requires a loss for each sample, which is considered
data disclosure.
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Both baselines are based significantly on the truth of labels ) to make the relevance
sample decision. This means that they filter out attacked samples (label flipping attacks),
unlabeled samples, and non-identically labeled samples.

3 The MP-SSFL Framework

3.1 Problem Fundamentals

A typical FL assumes that the labels on clients’ datasets D,, € A/ and server’s dataset Ds are
identical, while all have the ground truth labels. In our case, instead of considering identical
labeled datasets Dy € D s, we formulate a problem setting with non-IID datasets Dy.
Assumption 1 (non-identically labeled clients):

In our framework, we consider the possibility that each client n; may exhibit a different label
distribution Y compared to the server S, denoted as P(Y;) # P(Ys) [7]. If S has K classes,
then Ys = [K]. Additionally, ¥, # Ys for each client n; € NV, indicating that the label sets
may differ between clients and the server. Each local dataset D; may contain labels ranging
in [0,1,2,...,L], where 0 represents samples without corresponding labels, and L is the last
label in Dy. Thus, we obtain that |Ds| < |Dar| while ground truth labels are exclusively
available at the server S [2]. Furthermore, while Xs and X,, € N/ may share a high degree
of similarity, denoted as P(n;(X)) > P(S(X)), it is essential to acknowledge that even if Y;
and Ys have the same number of labels and utilize the same labeling mechanism, the labels
cannot be considered entirely trustworthy. In summary, we aim to solve the following three
main labels’ issues across clients in FL by adopting a multi-purpose SSFL model:

1. Unlabeled samples on clients,
D= {x )Y eu, (1)
where U refers to unlabeled data.

2. Client n; has more labels than those on the server S with different labels distributions,

[Yi| > [Ys], @

3. Client n; and S have the same number of labels and labeling experience, but the client
n; has poisoned data as a result of labels flipping attacks:

{Xs,Ys} €Y

{(Xups Yo} € (Y, ), 3)

where Y is the ground truth labels and Y is the flipped labels over client ;.

Assumption 2 (relevant and irrelevant samples):

After fixing the labeling problem, each sample will present in the form (x;, y;), while y; could
be real or pseudo-label as we will elaborate later. As mentioned in Assumption 1, S and
(n; € N') have similar distributions but not identical. That means n; € A could have relevant
and irrelevant data samples for a given task on the S. Each node n; € N has (Dy =F,, UZ,,),
where F C Dy is the relevant training samples in n; and Z C Dy is the irrelevant training
samples 7 C Dy. These irrelevant samples could be a result of labels overlapping. Our goal
is to train a global classification model 8,54 collaboratively over a set of clients n, € M
with respect to non-I1ID Dy € D and data heterogeneity, that makes Dy € Ds including
relevant and irrelevant samples.
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3.2 Methodology

In this subsection, we present our solutions to address the problems mentioned above. We
introduce our pseudo-labeling model (classifier model CM), which is established through
SSFL utilizing a pre-trained model that has been built using the server dataset Ds. This
model CM is used to pseudo-labeling y the unlabeled samples X € U to leverage the un-
labeled data {Xk}li‘] € U across clients n; € A that share almost the same distribution as
labeled data over the server S and filter out the irrelevant data (samples out of the server data
distribution). In addition, it is used to label the non-trustworthy samples according to spe-
cific factors (e.g., each sample loss £, g(x)), as we will elaborate in this section. This method
forms a stronger generalization in the direction of exploiting the relevant samples and pro-
vide more meaningful pseudo-labels for unlabeled and non-trustworthy labeled clients. The
FL model is trained on both labeled and unlabeled data based on the following:

| sl W] I
rnelanT = Di ; l7yl795 |N| Z (4)
an( j;GS);

where AT points to the analytic task mode as we will elaborate later. There are three steps for
our samples labeling and filtering mechanism: The SL stage on the server S, unsupervised
learning (UL) on clients (clients samples pseudo-labeling), and irrelevant samples filtering
out.

Stagel: SL at the Server The server S builds the CM model based on its labeled samples
(Ds) to get (Xs,Ys) — f(Xs,0s). This model is distributed to n; € A in order to label their
data according to it.

Step2: Clients’ samples Pseudo-labeling: Each client n; € N retrieves the f(.;0s) and
applies it to its own data, to predict a pseudo-label y; for each x;c,,;. Here, ¥; is the class with
the highest predicted probability, according to:

Vi = argmax gog (xi)e- 5)

In this context, gq refers to the model parameterized by gg, and gg (x;)c represents the
prediction probability of class ¢ for the input x;, where ¢ € C represents one of the classes
within the set C. However, leveraging the pseudo label y varies between unlabeled data and
non-trustworthy labeled samples. The common practice between all these labeling issues is
all of them based on a confidence threshold (hard threshold) 7 € [0.5, 1] for the pseudo label
probability, i.e.,

(6)

5= 1 gos(xi)e>1
' 0 otherwise

For the unlabeled data, our framework considers the label that satisfies the T condition
in (6). According to non-trustworthy labels, we aim to use the j but without completely
ignore labels Y. In other word, without completely blur samples’ identity. Because in some
cases CM model could not learned enough with some classes, this results in CM making
mistakes in labeling some samples X;. The important question now becomes: Consider a
client n; € N with the sample (x;,y;) and P(y,,) # P(ys). If f(.;6s) has predicted a different
label, which means y; # §, which label should we consider: the main label y; or the predicted
label § based on the SL?. In this case, we need two factors to build the decision function.
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The first one is g(x;) — [0.5, 1] and the second one is the sample’s loss L£(f(x;, 0s)) that has
T as a tolerance threshold. This means that £ only considers low and acceptable if £ < Y.
Based on these factors, we obtain four cases to decide whether to replace the actual labely;
to the pseudo-label § (y; <— ¥) or not. According to Table (1), we consider the cases:

Rate High Low
High | (£,8(x)) | (£,g(x))
Low | (L,g(x) | (L,g(x))

Table 1: Label allocation.

1. (£,g(x;)) are both high. This means that the predicted label § # y; and the difference
between them is not acceptable (i.e., y; is far from J), while the CM model has pre-
dicted x; with high probability g(x;). In this case we consider the client ; either had
attacked (label flipping attack), or had no enough experience in data labeling, or had
a different label distribution. Therefore, we cannot consider the real label y; thus we
replace y; by ¥ as in (7), which is considered as a relevant sample:

If L(x;) >Yand g(x;)) >T —  (x;,9) 0

2. L is high and g(x;) is low. We assume that this is an irrelevant sample (outside the
server data distribution). Consequently, the CM model is not confident about this
sample. Therefore, the model will not change this sample’s label and it is considered
as an irrelevant sample in (8):

If L(x;) >Yand g(x;) <T —  (x;,y;) (irrelevant) )

3. L is low and g(x;) is high. This is the best case, since there is a high percent of
agreement between y; and y. Therefore, we keep the sample x;,y; as it is, and it is
considered as a relevant sample.

4. L is low and g(x;) is low. This mean that the sample tends to be irrelevant, since the
CM model is not confident about the right label, even if the label that its predicted close
to the real one. It still under 7. In this case we consider this sample as an irrelevant
one as in (9):

If L(x;) <Yand g(x;) <t —  (x;,y;) (irrelevant) ©)

Step3: Irrelevant data filtering: After applying data labeling mechanism as in Step 2,
each client n; € A has a clear idea which set of samples belongs to F C Dy and which set of
samples belongs to Z C Dy. Then, it will train the AT model on F C D;. We define the loss
for each client n; € N with a collection of data samples belongs to ' C Dy to minimize the
objective function (10):

—_—

Li(6) = Y L(f(X:,6).). (10)

FC Dy (Xi,yi)EFCDy

Then, node n;, € N sends a parameter’s update to the server S based on [F C Dy.
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Algorithm 1 MP-SSFL Process
Input: Global model f(.,0) Output: Labeled data samples

1: for Each client n; € N receives CM f(.,6). do
2:  for Each (x;,y;) in n; utilizes f(.,0) to calculate L£(f(x;,y;),¥) and g(x). do
: Calculate decision function (L(f(x;,y;),¥) and g(x)).

3

4 Use decision function based on £ and g(x) to determine the right labels.
5 if (Low (£) and High(g(x;))) then

6: yi <Y (Relevant sample)

7 else if (High (£) and Low(g(x;))) then

8: y;i <y;  (Irrelevant sample)

9: else if (Low (£) and low(g(x;))) then

10: yi <= y; (Irrelevant sample)

11: else if (High (£) and High(g(x;))) then
12: yi <3y (Relevant sample)

13: end if

14: end for

15: end for=0

4 Experimental Evaluation

4.1 Experimental Setup

We evaluate the effectiveness of MP-SSFL using benchmark datasets MNIST and Fashion-
MNIST. Our study addresses prevalent data labeling issues across different user scenarios,
considering varying numbers of users (N) ranging from 10 to 100 and sample sizes of 200,
500, 1000, and 5000. We employ CNNs for both the labeling and analytic task models.
The setup includes comparisons with baselines to assess the performance of our proposed
mechanism. Specifically, we obtain setups for each labeling issue:

e Unlabeled Clients: We initially considered unlabeled samples across clients, with
ground-truth labels known to the server. Varying dataset sizes were examined on the
server, denoted as Ds € {90,240, 500, 1000}, to assess how the quantity of samples
utilized in the pre-trained model could aid in labeling unlabeled data across clients.
We then compared the pseudo-labels generated by our MP-SSFL approach with those
from the baselines. Additionally, we employed client datasets pseudo-labeled accord-
ing to our pre-trained model to construct an FedAvg model.

e Labels Overlapping: Initially, we conducted an analytical task using the MNIST
dataset. Each client’s dataset contained a mix of MNIST and FMNIST samples, with
varying proportions (e.g., 200:200, 200:150, 200:100) for each user (r; € [10,50, 100]).
We then increased the sample size (200 — 500 — 1000). Utilizing a CM built on 5000
samples, we filtered out irrelevant samples to mitigate their impact on FedAvg. Subse-
quently, we reversed the scenario, focusing on an analytical task based on the FMNIST
dataset while treating MNIST data as irrelevant samples due to label overlapping. We
replicated the same steps as in the MNIST analytical task, as detailed further in the
results section.

* Labels Flipping Attack Detection: In this phase of the experiment, we considered
clients n; € A to initially have the same labels as the server S, but they could be
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vulnerable to a flipping attack. To address this labeling issue, we employed a pre-
trained CNN based on Eq. (7). We conducted experiments using various attack rates
of [20%,50%,75%,100%]| for both MNIST and F-MNIST datasets. Then, comparing
it to the baselines how they treated this kind of samples.

4.2 Performance Evaluation & Comparative Assessment
4.2.1 Label prediction for unlabeled datasets

In this section, we evaluate the effectiveness of the proposed data labeling mechanism by
constructing CM models using a limited number of samples (e.g., 90, 240, 500, 1000). As
presented in Table ??, we compare the average accuracy of correctly predicted labels across
(10, 50, 100) clients, each with varying amounts of unlabeled samples (200, 500, 1000),
based on our mechanism against the optimal solution (the actual labels). It is evident that the
model achieved an accuracy of over 60% in correctly predicting labels with different sample
sizes from diverse datasets A main question that could arise is how these predicted label

Table 2: Accuracy of FedAvg using labels predicted by MP-SSFL compared to perfectly
labeled clients and baselines’ labels; MNIST.

Clients Models accuracy
i Perfect Labels | MP-SSFL | Baselinel | Baseline2
200 sample 69.49% 68.11% 61.59% 63.36%
10 clients 500 sample 70.04% 70.99% 65.57% 66.91%
1000 sample 67.58% 66.82% 62.76% 61.46%
200 sample 69.55% 68.48% 62.86% 62.32%
50 clients 500 sample 69.27% 68.79% 64.19% 63.86%
1000 sample 65.22% 64.82% 61.37% 59.82%
200 sample 67.57% 66.20% 65.55% 65.67%
100 clients | 500 sample 69.63% 68.87% 62.37% 64.34%
1000 sample 69.63% 69.45% 63.04% 63.66%

samples could help improve FedAvg performance? The answer of this question is in Table
3. As we can see, building FL. models based on samples that have been labeled according
to MP-SSFL mechanism yields accuracy very close to models that have been built based on
samples with real labels.

Table 3: Accuracy of FedAvg using labels predicted by MP-SSFL compared to perfectly
labeled clients and baselines’ labels; MNIST.

Clients S Models accuracy
Perfect Labels | MP-SSFL | Baselinel | Baseline2
200 sample 69.49% 68.11% 61.59% 63.36%
10 clients 500 sample 70.04% 70.99% 65.57% 66.91%
1000 sample 67.58% 66.82% 62.76% 61.46%
200 sample 69.55% 68.48% 62.86% 62.32%
50 clients 500 sample 69.27% 68.79% 64.19% 63.86%
1000 sample 65.22% 64.82% 61.37% 59.82%
200 sample 67.57% 66.20% 65.55% 65.67%
100 clients | 500 sample 69.63% 68.87% 62.37% 64.34%
1000 sample 69.63% 69.45% 63.04% 63.66%

4.2.2 TImpact of Label Flipping

We assumed the following flipping rates (200:20, 200:50, 200:100). Our mechanism ex-
hibits nearly the same accuracy as the baselines in terms of label flipping detection. The
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key question here is: How does each mechanism handle these attacked samples? In the
case of the baselines, they consider the attacked samples as noise data and filter them out.
However, in our MP-SSFL, we aim to rectify them. Rather than, loss 0(20%,25%,50%) of
data based on the assumed attack rates. Consequently, how does this impact the perfor-
mance of the AT model? The answer to this question can be found in Table 4, which shows
that removing the attacked samples instead of rectifying them leads to a decrease in model
performance. This effect becomes more clear when the number of attacked samples exceeds
that of non-attacked samples.

Table 4: Accuracy of baselines with MP-SSF

e . . Accuracy (%)
Dataset Clients Required Sample MP-SSF | Baselinel | Baseline2
200+(200 irrelevant) 94.28 52.01 87.55
MNIST 10 clients | 200+(100 irrelevant) 96.95 68.25 91.97
200+(50 irrelevant) 98.33 81.31 95.91
200+(200 irrelevant) 93.98 49.58 83.50
50 clients | 200+(100 irrelevant) 95.30 66.30 85.15
200+(50 irrelevant) 97.31 79.75 91.77
200+(200 irrelevant) 91.30 51.96 84.89
100 clients | 200+(100 irrelevant) 95.57 68.35 91.80
200+(50 irrelevant) 97.55 81.20 95.35
200+(200 irrelevant) 88.21 50.41 85.87
F-mnist | 10 clients | 200+(100 irrelevant) 94.42 66.96 92.51
200+(50 irrelevant) 96.97 80.14 95.45
200+(200 irrelevant) 88.13 50.42 87.32
50 clients | 200+(100 irrelevant) 93.83 67.01 93.38
200+(50 irrelevant) 96.99 80.26 96.68
200+(200 irrelevant) 88.28 50.41 87.67
100 clients | 200+(100 irrelevant) 93.73 67.02 93.04
200+(50 irrelevant) 96.80 80.23 96.32

5 Conclusions

We propose the MP-SSFL framework that addresses labeling issues across clients in FL over
non-IID data. MP-SSFL efficiently tackles unlabeled data, and non-IID labeled data without
requiring modifications to the model for each labeling issue individually. Through extensive
experiments using common datasets that incorporate these labeling issues, with variations
in the number of users, samples, and the balance between relevant and irrelevant data, as
well as different scenarios of label flipping attacks and non-identically labeled clients, we
demonstrate the effectiveness of MP-SSFL compared to baselines. The results showcase
that MP-SSFL outperforms the baselines w.r.t. accuracy, reliability, robustness, and ability
to address multiple issues simultaneously.
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