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1 Discrete Fourier Transform
2D Discrete Fourier Transform. The Discrete Fourier Transform (DFT) in the signal pro-
cessing domain converts the discrete data from time domain into the frequency domain. This
is crucial as it provides underlying characteristics of the data by analyzing the signals in
terms of frequency components. Let f (n) represent a 1-Dimensional discrete sequence of
length N, where n represents the sample points in discrete time-domain and 0 ≤ n ≤ N −1.
Let the set of basis vectors be given as bk(n) then, the forward transformation is given as:

f̂ (k) =
N−1

∑
n=0

f (n)bk(n) : 0 ≤ k ≤ N −1 (1)

where the basis vectors is given by the complex sinusoid bk(n) = e( j2π
k
N n), and j represents

the imaginary unit. Since the transformation is one-to-one, the inverse transform (IDFT) can
be recovered as:

f (n) =
1
N

N−1

∑
k=0

f̂ (k)e( j2π
k
N n) : 0 ≤ n ≤ N −1 (2)

This can be further generalized to a 2D signal (2D-DFT) f (h,w) as:

f̂ (h,w) =
H−1

∑
h=0

W−1

∑
w=0

f (h,w)e j2π( hh
H +ww

W ) (3)

where h,h ∈ {z ∈ Z | 0 < z < H} ;w,w ∈ {z ∈ Z | 0 < z < W} and H,W ∈ N[3]. For our
experiments we specifically use the 2D-Fast Fourier Transform (2D-FFT) to calculate the
2D-DFT, owing to its lower complexity.

2 Dynamic Filters
As noted in the main paper, we introduce the concept of dynamic filters in contrast to the
static filters utilized by the global filter layer depicted in Figure 1.
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Figure 1: Weighting Strategies for the Global Filter Layer

While the global filter layer relies on fixed filters during inference, making it image ag-
nostic, the dynamic filter approach enables the reweighting of both low and high-frequency
components of the input image. Similar to global filter approach, the input tokens X ∈
RC×H×W are first transformed along spatial dimensions to the frequency domain. The result-
ing tensor is then used to perform element-wise multiplication with a dynamic filter K̂. The
input X is reshaped along the spatial dimension by performing a mean operation, resulting
in a tensor of shape RC. This tensor is further reshaped by decomposing the dimension C
into filters F and spatial dimension S, resulting in X̂ ∈ RF×S. This is propagated through
an MLP layer M(.) with an output shape of C, finally resulting in a tensor M(X̂) of shape
RF×C with softmax layer in the end, representing the dynamic spectrum weights as follows:

X̂ = Reshape(mean_spatial_dimension(X)) ∈ RF×S (4)

M(X̂ ) = so f tmax(W2 ·StarReLU(W1(X̂))) ∈ RF×C (5)

Similar to the previous case of GFL with static weights, the learnable filters K ∈ RH×W×F

are generated. These learnable filters are weighted with the generated dynamic spectrum
weights to generate dynamic filter K̂ ∈ RC×H×W formulated as:

K̂ =K⊗M(X̂ ) ∈ RC×H×W (6)

Finally, the dynamic filter is coupled with the transformed input tokens through element-
wise multiplication and is reverted back to spatial domain through inverse transform which
is given by:

D(X ) = K̂⊙X (7)

X = T −1(D(X )) (8)

3 Implementation Details
Training. For our experiments We set the image resolution to 256x256. In case of ex-
periments without backbone, the patch size PH ×PW for visual tokens is 16× 16; when a
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backbone is employed, the feature maps are of size 64× 64 and patch size is 4× 4. The
embedding dimension d is set to 192. The number of keypoint tokens Nk is set to 16, corre-
sponding to the total number of joints. It is to be noted that the flip test has been used during
evaluation.

We mainly follow the training settings from [2]. We train our models for 300 epochs
with an Adam optimizer starting with an initial learning rate of 1e-3 with rate reduction at
200th and 260th epochs to 1e-4 and 1e-5 respectively. We use dual Nvidia 3090 GPUs with
a batch size of 32 per GPU. For both the experiments we adopt α1 = α2 = β1 = β2 = 0.0005,
α3 = β3 = 1, and α4 = 0.01 [4].

4 Throughput Across Various Resolutions

Theoretical Complexity: The complexity of the 2D-FFT layer is given as O(HWClog2HW ).
Additionally, in the case of GFL-Static, there is a complexity of O(HWC) from element-wise
multiplication with the filters, which results in the total complexity of O(HWClog2HW +
HWC). In case of GFL-Dynamic, we should also consider the use of two feed-forward
layers with weights W1 ∈ Rl×F and W2 ∈ RF×l , resulting in an increased complexity of
O(lF2C+ l2FC) where l is the hidden dimension of the feed-forward layer.

We further calculate the throughput of transformer only models on a CPU (without back-
bone) on CPU to observe the effect of using 2D-FFT and Attention based tokenmixer. Our
calculations are based on batch size of 1 on an Intel Xeon Silver 4210R CPU. Figure 2 il-
lustrates the impact of image resolution on the throughput of FFT-based and attention-based
methods in the context of coordinate-classification models. As the resolution increases from
256× 256 to 1024× 1024, the 2D-FFT-based models consistently outperform the attention
model. At the lowest resolution, the 2D-FFT method processes images at approximately 48
frames per second (fps), while the attention model processes at 38 fps. As the resolution in-
creases, the performance of the attention method declines sharply, highlighting the efficiency
of the 2D-FFT model in handling larger resolutions and maintaining higher fps.

Figure 2: Resolution vs Throughput for Coordinate Classification models
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5 Additional Experimental Results with Discrete Cosine
Transform

We further perform our experiments by using Discrete Cosine Transform (DCT) as a token
mixer[1]. Table 1 represents the performance metrics of the DCT model variants evaluated
on MPII dataset. Overall, distillation improves the accuracy in comparison to non-distilled
versions. DCT-NB-GS achieved a PCKh of 67.64% which significantly improved to 76.21%
when distillation is applied. This model also has the lowest GFLOPs (0.79) and highest speed
of 1337fps. However, in contrast, we observe DCT-NB-GD has lesser improvement with dis-
tillation through its base performance is higher than DCT-NB-GS. Variants with HRNet-W32
backbone, specifically, DCT-B-GS produced a high PCKh of 88.93%, marginally improving
to 89.16% with distillation. DCT-GD-B achieves the highest performance of 89.58% with
more parameters and computation.

Model Backbone Weights PCKh
(%)

PCKh with
Distillation(%) Param.(M)(↓) GFLOPs(↓)

Speed
(fps)(↑)

DCT

- GS 67.64 76.21 3.69 0.79 1337
GD 69.36 72.77 6.47 1.29 711

HRNet-W32 GS 88.93 89.16 11.33 7.14 547
GD 88.0 89.58 14.11 7.64 400

Table 1: Coordinate Classification with Distillation and DCT token mixer.

Similarly, Table 2 represents the usage of DCT module for regression based models.
Overall, distillation has shown performance improvement compared to training the student
independently. However, the speed is relatively low. Unlike the cases of GFL-Dynamic
layer in FFT based token mixer models where the accuracy significantly increases in no
distillation cases, in case of DCT (DCT-GD-* models) declination is observed. In other
words, the PCKh values drop significantly when GFL-Dynamic layer is incorporated. This
suggests that the efficiency of GFL-Dynamic is limited to FFT-based token mixers.

Model Backbone Weights PCKh
(%)

PCKh with
Distillation(%) Param.(M)(↓) GFLOPs(↓)

Speed
(fps)(↑)

DCT

- GS 49.82 64.45 3.58 0.78 1160
GD 36.47 67.3 6.35 1.28 590

HRNet-W32 GS 70.58 87.73 11.21 7.14 470
GD 65.94 87.09 13.99 7.64 338

Table 2: Regression with Distillation and DCT token mixer.

6 Qualitative Results

We represent the prediction of our proposed models on a sample of images from MPII valida-
tion set. Figure 3 shows the predictions by coordinate classification models by both FFT-GS-
B and ATTN-B models both being the distilled versions. Similarly Figure 4 represents the
predictions made by regression based models. Additionally, Figure 5 represents the ground
truth keypoints.
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Figure 3: Predictions of Coordinate Classification based model. (a) representation of key-
point predictions by 2D-FFT based token mixer. (b) representation of keypoint predictions
by Attention based token mixer
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Figure 4: Predictions of Regression based model. (a) representation of keypoint predictions
by 2D-FFT based token mixer. (b) representation of keypoint predictions by Attention based
token mixerl
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Figure 5: Ground Truth Keypoints


