
Introduction

Definition
   - In Environment of Federated Learning for Face 
Recognition, client have only own face datasets in 
their device.

Problem
   - Previous methods use personal feature vector or 
public datasets.
   - There are private issue and memory.

Contribution

- We propose FedFS, Federated Learning for 
personalized Face recognition via intra- subject 
Self-supervised learning framework. FedFS trains 
optimized facial features for each client and reduces 
intra-class variation by leveraging adaptive soft label 
con- struction utilizing dot product and intra-subject 
self-supervised learning employing cosine similarity 
while protecting users’ data privacy.

- Regularization loss is proposed to prevent bias in 
the performance of personalized models. Through 
this, FedFS solves the problem of easily falling into 
overfitting when training only with personal data, and 
trains indirectly generalized facial features.
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