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Chall . . Our probabilistic approach uses transformer with conditional

allenges Contributions cross-attention to autoregressively predict a distribution in latent space

e Probabilistic approach for for e.ach grid f.rom an input RGB image, enabling the generation of
shape generation from multiple plausible shape hypotheses.
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We perform cross-attention between image encodings and the input
sequence to effectively identify the most relevant region of interest from
the input image.
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Our approach seeks to model the distribution of 3D shapes in latent -t
space conditioned on a single highly ambiguous image, enabling the

sampling of multiple diverse hypotheses during inference. Occlusion
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Comparisons to State-of-the-Art

Our aim is to generate shapes that capture the distribution of possible SynieliciDalairomishapeNe Real-World Data from ScanNet
reconstructions that explain an input image observation. Thus, we T™MD* | biCD| | Foscore! V(I:Sf)blle T™MD? | biCD| | F-scoref VSST
evaluate both diversity of reconstructed shapes as well as their

AutoSDF |  0.045 5.04 0.215 : 0.021 8.32 0.164

reconstruction quality. Our method generates higher quality shapes
compared with other baselines, with a more reasonable diversity, both SDFusion | 0.091 4.52 0.194 6.71 0.132 4.97 0.200 10.4
guantitatively and qualitatively. Ours 0.062 4.41 0.224 5.41 0.096 3.61 0.228 5.89
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