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Abstract

Recent advances in large-scale vision-language models have achieved impressive per-
formance in various zero-shot image classification tasks. While prior studies have
demonstrated significant improvements by introducing few-shot labelled target sam-
ples, they still require labelling of target samples, which greatly degrades their scal-
ability and generalizability while handling various visual recognition tasks. We de-
sign NtUA, a Noise-tolerant Unsupervised Adapter that allows the learning of effective
target models with few unlabelled target samples. NtUA works as a key-value cache
that formulates visual features and predicted pseudo-labels of the few unlabelled tar-
get samples as key-value pairs. It consists of two complementary designs. The first
is adaptive cache formation that combats pseudo-label noises by weighting the key-
value pairs according to their prediction confidence. The second is knowledge-guided
cache refinement, which refines pair values (i.e., pseudo-labels) and cache weights by
leveraging knowledge distillation from large-scale vision language models. Extensive
experiments show that NtUA achieves superior performance consistently across mul-
tiple widely adopted benchmarks.

1 Introduction

The recent progress in large-scale pretrained vision-language models [13, 32, 41] has
significantly advanced image-text relationship modelling. One representative work is
CLIP [32], which learns image-text relations by jointly training a visual encoder and a lin-
guistic encoder over web-scale paired image-text data. Thanks to the linguistic diversity
of the web data, CLIP can be exploited in various image recognition tasks regardless of the
number and nature of image classes. The common procedure is to employ CLIP’s linguis-
tic encoder to generate text embeddings of pre-defined class names and then match the
text embeddings with the features of test images, which are extracted using CLIP’s visual
encoder in a zero-shot manner. Although pre-trained CLIP has demonstrated significant
effectiveness in image classification tasks, its performance depends heavily on the distri-
bution discrepancy between the image-text pairs in CLIP pretraining and specific clas-
sification images in various target domains [1, 32]. Several studies leverage few-shot la-
belled target samples of each class to adapt the pre-trained CLIP to various target classifi-
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cation tasks to mitigate the inter-domain discrepancy [6, 15, 16, 46, 49, 50]. Though these
approaches have revealed promising results over several few-shot classification bench-
marks, they could end up labelling possibly numerous samples for each class of target
domains, which significantly affects their scalability, especially while handling large-scale
datasets such as ImageNet [4] with many image classes.

Unsupervised learning can adapt pre-trained CLIP to target classification tasks with
unlabelled target samples, which offers a more viable alternative to removing the la-
belling efforts and significantly improves learning scalability. While recent research has
shown some progress in unsupervised adaptation of CLIP across diverse downstream
tasks [12, 18, 26, 35], they often need more substantial computational resources [18] or re-
liance on additional descriptive information for fine-tuning text encoders [26]. Moreover,
a prevailing assumption in many of these approaches is the availability of abundantly
unlabelled samples in the target domain. However, this assumption may need to con-
sistently align with many realistic settings, particularly in contexts where data collection
for the target task presents significant challenges, such as medical applications [8, 43],
physiological applications [22], or Image-to-Image translation [21].
Fine-tuning of CLIP model for downstream tasks with
a few unlabelled samples is non-trivial and presents
significant challenges. First, the model faces the risk
of overfitting caused by the scarcity of target domain
data [39]. Second, the inherent bias of the CLIP model
in generating pseudo-labels can result in noisy la-
bels [18]. This noise tends to increase as the num-
ber of samples per shot decreases (Fig. 1), leading to a
decline in the adaptation performance (Table. 1 and
Table. 4). To this end, we are the first to explore unsu-
pervised learning for adapting vision-language mod-
els towards various downstream classification datasets
with a few unlabelled target samples.

Figure 1: A comparison of pseudo-
label accuracy across different shots
within the DTD dataset illustrates that
accuracy tends to increase as the num-
ber of samples grows.

We design NtUA, a Noise-tolerant Un-
supervised Adapter that enables ro-
bust adaptation of pre-trained vision-
language models with a few unlabelled
target samples. NtUA achieves noise-
tolerant adaptation by generating more
accurate pseudo-labels for the few unla-
belled target samples. NtUA addresses
the challenge posed by the higher noise
in pseudo-labels when dealing with lim-
ited unlabelled data. Inspired by the
adapter idea in supervised methods [7,
14, 28, 46], NtUA introduces a weighted
key-value cache, which formulates the
CLIP-extracted visual features as keys,
the predicted pseudo-labels of few tar-
get samples as values, and the corre-
sponding pseudo-label confidence as
weights of the key-value pairs (Fig. 2).

Figure 2: Unlike key-value cache from labelled samples in
supervised methods [28, 46], we build weighted key-value
cache from unlabelled samples, where the cache weights
are determined by the confidence of the pseudo-labels pre-
dicted by large-scale vision-language models. The adaptive
weighting mechanism makes the unsupervised adaptation
more tolerant to noisy pseudo-labels.
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Incorporating cache weights significantly enhances NtUA’s tolerance to pseudo-label
noises, as the prediction confidence is closely correlated with pseudo-label accuracy [38,
52]. In addition, we design a knowledge-guided cache refinement technique that ef-
fectively improves the quality of the predicted pseudo-labels. This technique leverages
CLIP-distilled knowledge, updating pair values and cache weights iteratively. To enhance
the robustness of fine-tuning, we incorporate a similarity term between each image and
its corresponding class prototype into the loss function, giving higher weight to image-
prototype pairs with higher similarity. Extensive experiments show that NtUA is simple
but effective, with an average accuracy gain of 6.78% across 11 widely studied datasets.

2 RELATED WORK

Cache Model stores training data features and labels in a key-value format, enabling quick
retrieval of relevant information during inference [37]. This technique boosts perfor-
mance across various models, including language models [7, 25], vision models [28], and
vision-language models [46, 47, 51]. For example, Tip-Adapter [46] enhances pre-trained
vision-language models with a blended cache model, improving retrieval efficiency. Our
novel cache model introduces a weighting mechanism to adapt vision-language models
better, prioritizing reliable information for more effective adaptation.
Knowledge Distillation transfers knowledge from a larger teacher model to a smaller stu-
dent model, enhancing the student model’s performance [10]. Early methods primarily
focused on mimicking teacher models’ predicted categorical probabilities [10, 48]. Subse-
quent studies further improved knowledge distillation by transferring teacher knowledge
to the student models’ backbone features [19, 29, 31, 36, 42, 44, 45]. Unlike most existing
studies; we exploit knowledge distillation to learn from powerful vision-language models
in the presence of limited unlabelled target samples.

3 METHODOLOGY

This section introduces an innovative approach for unsupervised transfer learning, aim-
ing to augment the capability of the pre-trained CLIP model under limited unlabelled
target samples. Section 3.1 presents a concise overview of Tip-Adapter, a closely related
study that performs supervised transfer from the pre-trained CLIP model. We then pro-
vide details of our proposed Noise-tolerant Unsupervised Adapter (NtUA) in Section 3.2,
which is capable of handling a more challenging unsupervised setup that transfers CLIP
knowledge with a few unlabelled target samples.

3.1 A Revisit of Tip-Adapter

Tip-Adapter [46] is an efficient learning method that adapts the pre-trained CLIP model
for supervised few-shot image classification. The task of supervised few-shot image clas-
sification involves a labelled dataset Dtrain = {(xi , yi )}m

i=1, with an image xi and its corre-
sponding ground-truth label yi , and the number of samples m. Dtrain has N -way-K -shot,
where N represents the number of classes and K represents the number of training ex-
amples per class. For each image xtr ai n in Dtrain, Tip-Adapter utilizes the visual encoder
Ev of the pre-trained CLIP model to extract d-dimensional L2 normalized image features
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ftrain = Ev (xtrain) and converts its ground-truth label into a N -dimensional one-hot vec-
tor. For all N K training samples, Tip-Adapter extracts ftrain ∈ R1×d and ytr ai n ∈ R1×N

from each training image to obtain the image features Ftrain ∈ RN K×d and one-hot vec-
tors Ltrain ∈ RN K×N for the whole training set. To build an efficient feature adapter, Tip-
Adapter constructs a key-value cache by storing Ftrain as the keys and Ltrain as the values.
During inference, the image features ftest generated from each test image xtest ∈ Dtest are
utilized as a query to retrieve relevant information from the key-value cache. Finally, the
prediction logits from Tip-Adapter PTA of a testing image ftest is obtained as follows:

PTA( ftest) =αϕ( ftest ·FT
train)Ltrain + ftest ·WT (1)

where ϕ(x) = exp(−β(1− x)) is a mapping function defined in [46], β is a modulating hy-
perparameter, W ∈ RN×d denotes the parameters of the textual encoder Et of the pre-
trained CLIP, and α refers to a balancing ratio. The keys in the cache model can be tuned
using a loss function defined as follows:

LTA( ftrain, ytrain) =LCE(PTA( ftrain),Ltrain) (2)

3.2 Noise-tolerant Unsupervised Adapter

Unlike Tip-Adapter, NtUA aims to transfer CLIP knowledge using only a few unlabelled
target samples. Although Tip-adapter is specifically designed to adapt the CLIP model
to target domains with only a few labelled samples, its effectiveness declines when em-
ploying limited unlabelled samples for adaptation (see Table. 2). While CLIP can be uti-
lized to predict pseudo-labels for unlabelled target samples and incorporate these pre-
dictions for cache modelling, a significant challenge in this unsupervised scenario arises
from inaccuracies in CLIP-generated pseudo-labels. Recent research [11] has shown lim-
itations in CLIP’s visual embedding capabilities, especially for data from less common
domains. This weakness often leads to inaccurate pseudo-labels (Table. 3). To address
this challenge, NtUA facilitates robust and efficient learning of pseudo-label inaccuracies.
As depicted in Fig. 3, NtUA comprises two crucial stages: adaptive cache formation and
knowledge-guided cache refinement, followed by fine-tuning of the weighted cache. The
first stage leverages a larger CLIP model to enhance pseudo-labels’ accuracy. The second
stage refines the cache model further to improve performance, similar to Tip-Adapter-
F [46]. These stages are detailed in the subsequent subsections, providing insights into
their design principles and how they address the challenges of unsupervised CLIP adap-
tation.
Adaptive Cache Formation: For unsupervised few-shot learning, we possess a set of unla-
belled training images denoted as IN K = {xi }N K

i=1. In order to generate pseudo-labels for the
unlabelled target data, we employ the visual encoder Ev of pre-trained CLIP (ViT-B/32) to
extract image features ftrain for all target data. Then, we utilize the CLIP’s textual encoder
Et , which takes a prompt as input, to generate the classifier’s weights W for all the target
class names. These weights are applied to the image features, resulting in prediction logits
given by P ( ftr ai n) = ftr ai n ·WT . We then convert these logits into probability distributions
using softmax. From these predictions, we derive pseudo-labels as one-hot vectors L̂train

for all unlabelled target images, along with confidence scores Ĉtrain.
NtUA incorporates both pseudo-labels L̂train and their corresponding weights Ĉtrain in the
weighted cache model. It performs inference of new data by combining the predictions
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Figure 3: The framework of Noise-Tolerant Unsupervised Adapter (NtUA): (a) At Stage I, NtUA first conducts
adaptive cache formation by constructing a weighted key-value cache to store the knowledge of few-shot un-
labelled target samples and then applies knowledge-guided cache refinement to rectify both cache values and
cache weights. In the cache, the image features extracted with CLIP’s visual encoder Ev serve as the keys, the
CLIP-predicted pseudo-labels (generated using Ev and CLIP’s textual encoder Et ) serve as the values. The
corresponding pseudo-label prediction confidence serves as the weights of the key-value pairs. To perform
knowledge-guided cache refinement, NtUA generates CLIP-distilled predictions (with CLIP’s visual encoder Ekd

v
and textual encoder Et ) and leverages such CLIP-distilled knowledge to update both values and weights in the
cache. (b) In Stage II, NtUA updates the keys in the constructed weighted key-value cache by incorporating
knowledge from both the cache and CLIP.

of the weighted cache model and the predictions of the CLIP model as follows:

PNtUA( ftrain) =αĈtrainϕ( ftrain ·FT
train)L̂train + ftrain ·WT (3)

Since the accuracy of pseudo-labels is closely related to the prediction confidence [38, 52],
as shown in Fig. 4(a), NtUA is more robust to pseudo-label noises by incorporating the
prediction confidence Ĉtrain according to the formulation in Eq. 3. To further enhance
the quality of both pseudo-labels L̂train and their corresponding cache weights Ĉtrain. We
design a novel and effective technique that refines pseudo-labels by leveraging the power
of a large CLIP model knowledge. The following subsection provides details about our
knowledge-guided cache refinement approach.

Knowledge-guided Cache Refinement: To refine the cache model, we leverage the power
of another pre-trained CLIP model with a large-scale visual encoder, i.e., ViT-L/14, to ef-
fectively enhance the quality of pseudo-labels and their corresponding weights. NtUA
initially adopts the visual encoder Ekd

v of the large-scale CLIP model to obtain the CLIP-
distilled visual features Fkd

train = Ekd
v (IN K ), then computes CLIP-distilled predictions P kd

CLIP

by multiplying Fkd
train with the classifier weights W of CLIP. Then, the CLIP-distilled pseudo-

labels L̂kd
train and their corresponding confidence scores Ĉkd

train can be obtained by convert-

ing the CLIP-distilled predictions P kd
CLIP into one-hot vectors of N dimensions and deter-

mining the maximum probabilities among the CLIP-distilled predictions, respectively.

To perform knowledge-guided cache refinement for the weighted key-value cache, NtUA
incorporates the CLIP-distilled pseudo-labels L̂kd

train and their corresponding confidence

scores Ĉkd
train to update the cache model’s pair values and cache weights. By integrating the

updated weighted key-value cache, NtUA enhances the predictions computed in Eq. 3 us-
ing the CLIP-distilled pseudo-labels L̂kd

train and the corresponding confidence scores Ĉkd
train
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(a) (b) (c)

Figure 4: The correct and incorrect pseudo-labels distribution based on (a) the confidence generated from ViT-
B/32. (b) The confidence generated from ViT-L/14 (c) the prototype-affinity weightsω generated from ViT-L/14.
All experiments are done on a 16-shot sample from the Caltech101 training set.

as follows:

P kd
NtUA( ftrain) =αĈkd

trainϕ( ftrain ·FT
train)L̂kd

train + ftrain ·WT (4)

Weighted Cache Fine-tuning: During fine-tuning, NtUA updates the keys of the cache
model by considering the confidence of pseudo-labels generated from the CLIP model
architecture. Specifically, prediction logits from the weighted cache are combined with
the CLIP’s prediction logits to fine-tune the cache model based on the confidence score
of the pseudo-labels, as defined in Eq. 4. The loss function in NtUA training can be for-
mulated as follows:

LNtUA =LCE(P kd
NtUA( ftrain), L̂kd

train) (5)

During inference, NtUA leverages the logits obtained from Eq. 1 to make accurate pre-
dictions. Incorporating the confidence score associated with the pseudo-labels when ad-
justing the cache model’s keys plays a significant role in mitigating the potential adverse
effects caused by the presence of inaccurate or noisy pseudo-labels. However, Fig. 4 (a)
and (b) illustrate a key challenge associated with pseudo-labels: a ssomewhattion of the
pseudo-labels might be incorrect or assigned with low confidence by the model, even
when generated by a large CLIP model like ViT-L/14. While incorporating confidence
scores into the adapter helps to some extent, misinterpretations can still occur in specific
domains. These misinterpretations can significantly hinder the fine-tuning process.
Inspired by the few-shot learning paradigm proposed by [20, 24, 33], where classifica-
tion relies on computing the similarity between a data point and class prototypes, we
introduce the concept of similarity to prototypes as weights within the loss function. In
scenarios involving noisy pseudo-labels with few-shot samples, aggregating image fea-
tures reduces noise, and the similarity to image prototypes can gauge the reliability of
elements belonging to specific classes, as shown in Fig. 4(c). We initially aggregate cache
values into N class prototypes p̄c through a simple mean of the embeddings for each class:
p̄c = 1

K

∑K
i=1 f kd

train. We then derive weights ωc
i = f c

i · p̄c by computing the cosine similarity
between each cached value and its corresponding image prototype. These weights are
referred to as prototype-affinity weights. Then, we employ ω to adjust the loss function
accordingly as follows:

LNtUA = 1

m

m∑
i=1

ωi ·L i
CE(P kd

NtUA( ftrain), L̂kd
train) (6)

By prioritizing pseudo-labels with high confidence scores and similarity to image proto-
types, we can ensure that the training relies on accurate pseudo-labels, leading to superior
overall performance.
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4 EXPERIMENT

Datasets: All the experiments are conducted on 11 widely-used image classification
datasets: ImageNet [4], Caltech101 [5], DTD [3], EuroSAT [9], FGVCAircraft [23], Food101
[2], Flowers102 [27], OxfordPets [30], SUN397 [40], StandfordCars [17], and UCF101 [34].

Training Setup: In our experiments, we utilize CLIP [32] as the pre-trained vision-
language model with ViT-B/32 visual encoder. We employ a large-scale CLIP model with
ViT-L/14 as the visual encoder to refine the knowledge-guided cache. Unless otherwise
stated, all experiments and the ablation study are conducted using 16 samples per class.
During fine-tuning, we adopt the Tip-Adapter-F setting proposed by [46]. Specifically, we
freeze the pre-trained CLIP encoders and update only the cache model’s keys. The cache
model’s keys undergo fine-tuning for 20 epochs using a batch size of 16, a learning rate
set to 0.001, and the AdamW optimizer with a cosine scheduler. Our model training is
conducted on a single NVIDIA Quadro RTX6000. Additional information regarding the
experiments and the selection of the few unlabelled samples can be found in the supple-
mentary material.

4.1 Comparison with Baseline Methods

We compare NtUA to four state-of-the-art unsupervised adaptation methods: 1) Zero-
shot CLIP [32]; 2) UPL [12]; 3) UPL* [12]; and 4) LaFTer [26]. In an unsupervised scenario,
we also assess the performance of two CLIP-supervised adaptation models, MaPLe [15]
and PromptSRC [16]. We employ CLIP-ViT-L/14 to generate pseudo-labels for MaPLe and
PromptSRC. The main results of our proposed method obtained from 11 image classifica-
tion datasets are presented in Table 1. Table. 1 shows that NtUA consistently outperforms
the state-of-the-art. NtUA notably outperforms zero-shot CLIP by +6.78% with minimal
training epochs and samples and remains competitive against UPL and UPL∗ with gains
of +5.89% and +2.45% respectively. This performance improvement over UPL∗ shows
that NtUA’s success is not solely reliant on pseudo-label distillation from large models.
The confidence and prototype-affinity weights values also play a crucial role. Moreover,
NtUA surpasses LaFTer by +5.68% solely through integrating these weights during fine-
tuning, despite LaFTer’s use of a pre-trained GPT-3 classifier. Additionally, it outperforms
the unsupervised adaptation of two supervised CLIP adaptation methods, MaPLe and
PromptSRC, by +5.58% and +4.69%, respectively. For experiments beyond 16 shots, refer
to the supplementary material.

While achieving high accuracy is crucial, effi-
ciency is equally essential for practical applica-
tions. Fig. 5 demonstrates that NtUA outper-
forms UPL, UPL∗, LaFTer, MaPLe, and Prompt-
SRC regarding training time. This emphasizes
NtUA’s capacity to maintain a delicate equilib-
rium between performance and computational
efficiency.

Figure 5: Comparison of Training Times: NtUA
versus Five Baseline Methods using 16 Unlabelled
Samples from ImageNet Dataset
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Methods ImgNet Caltech DTD ESAT FGVCA Food Flower OxPets SUN StCars UCF Average

CLIP-ViT-B/32 63.77 91.48 44.09 45.27 19.17 80.40 66.59 87.44 62.08 60.12 63.47 62.17

UPL 58.55 90.87 48.29 58.20 18.48 79.17 69.06 84.08 65.99 55.70 65.24 63.06
UPL∗ 63.17 91.93 52.42 57.40 22.11 79.19 76.65 86.37 66.88 64.58 70.76 66.50

LaFTer 60.41 91.60 48.93 56.06 18.30 78.72 71.49 85.01 62.97 57.09 65.40 63.27
MaPLe 62.04 92.09 46.75 52.26 20.28 80.70 71.42 85.66 63.83 56.75 65.32 63.37

PromptSRC 62.57 91.85 50.83 53.25 22.47 79.79 73.20 85.06 63.73 57.18 66.96 64.26
NtUA (ours) 66.46 94.24 52.96 64.94 21.99 81.42 79.90 90.02 66.67 69.25 70.61 68.95

Supervised 68.52 95.21 69.27 85.25 36.51 82.21 93.79 90.95 74.06 78.22 80.68 77.70

Table 1: Comparison of NtUA with Five SOTA few-shot adaptation methods over 11 widely adopted image clas-
sification benchmarks. All experiments are done with CLIP-ViT-B/32 as a backbone and over 16-shot setups.
Supervised denotes supervised fine-tuning using labelled target samples.

4.2 Ablation Study

Different Designs: We conduct a series of ablation experiments to examine the specific
contributions of each component in NtUA. Four distinct models are tested (see Table. 2):
(1) NtUA-(KC): Baseline CLIP-ViT-B/32 with Key-value Cache (KC) for unsupervised adap-
tation of Tip-adapter [46]. (2) NtUA-(KCR): Adds Knowledge-guided Cache Refinement
(KCR) with pseudo-labels from CLIP-ViT-L/14. (3) NtUA-(KCR+CKC): Integrates Confi-
dent weighted Key-value Cache (CKC) on top of NtUA-(KCR). (4) NtUA-(KCR+CKC+ω):
Incorporates prototype-affinity weights ω in the loss function atop NtUA-(KCR+CKC).
Compared to NtUA-(KC), NtUA-(KCR) gains +3.62% across 11 datasets, showcasing the
benefit of using a larger CLIP model for generating pseudo-labels. NtUA-(KCR+CKC) con-
sistently outperforms NtUA-(KCR), highlighting the value of incorporating confidence
scores into cache refinement. Finally, NtUA-(KCR+CKC+ω) surpasses all, achieving
+6.78% improvement over zero-shot CLIP, emphasizing the efficacy of prototype-affinity
weights.

Methods ImgNet Caltech DTD ESAT FGVCA Food Flower OxPets SUN StCars UCF Average

CLIP-ViT-B/32 63.77 91.48 44.09 45.27 19.17 80.40 66.59 87.44 62.08 60.12 63.47 62.17

NtUA-(KC) 64.88 92.74 45.21 50.05 19.23 81.01 69.14 89.40 64.78 62.03 63.89 63.85
NtUA-(KCR) 65.58 92.98 51.24 58.91 22.14 81.46 78.32 89.86 65.60 66.84 69.20 67.47

NtUA-(KCR+CKC) 65.92 92.70 52.01 60.70 22.08 81.52 78.16 89.70 65.49 67.22 69.63 67.74
NtUA-(KCR+CKC+ω) 66.46 94.24 52.96 64.94 21.99 81.42 79.90 90.02 66.67 69.25 70.61 68.95

Table 2: Ablation studies are conducted across 11 image classification benchmarks using 16-shot unlabelled
target samples. KC, KCR, KCR+CKC, and KCR+CKC+ω correspond to the baseline key-value cache [46], our
proposed pseudo-label refinement, our proposed weighted key-value cache, and our proposed weighted-based
prototypes loss, respectively.

Pseudo-Labels Accuracy: We examine the accuracy of pseudo-labels generated using
two Vision Transformer (ViT) backbones, ViT-B/32 and ViT-L/14, to assess the effec-
tiveness of knowledge distillation. We focus on understanding how the size of the CLIP
model’s image encoder affects the quality of pseudo-labels. Employing both backbones
to generate pseudo-labels for unlabelled samples across target training datasets, we ob-
serve in Table. 3 that using ViT-L/14 consistently improves pseudo-label quality compared
to ViT-B/32. This underscores the importance of model capacity in knowledge distillation
tasks, particularly with complex visual data.
NtUA under Transfer Learning: We investigate our proposed method, NtUA, in a trans-
fer learning setting, where all unlabelled samples from the target datasets are utilized dur-
ing training, unlike our default setting, which uses a limited number of images. These
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Methods ImgNet Caltech DTD ESAT FGVCA Food Flower OxPets SUN StCars UCF Average

ViT-B/32 64.78 90.84 44.40 45.16 18.69 79.86 64.62 81.08 62.38 49.78 59.80 60.13
ViT-L/14 77.20 95.16 52.94 58.70 32.63 90.64 76.69 89.98 66.93 72.02 74.76 71.60

Table 3: Comparison of Pseudo Label Accuracy for ViT-B/32 and CLIP-ViT-L/14 (Whole Dataset).

labels are then integrated into the construction and fine-tuning of the weighted cache
model. Our study utilizes 10 diverse datasets, excluding ImageNet, due to the significant
time required to generate pseudo labels and training for its vast size (1.28 million images).
By excluding ImageNet, we ensure a more manageable experimental setup while still en-
compassing a diverse range of datasets for evaluation. Table. 4 showcases the detailed
results obtained from these experiments. Our proposed NtUA method consistently out-
performs state-of-the-art approaches across the majority of the datasets.

Methods Caltech DTD ESAT FGVCA Food Flower OxPets SUN StCars UCF Average

CLIP-ViT-B/32 91.48 44.09 45.27 19.17 80.40 66.59 87.44 62.08 60.12 63.47 62.17

UPL 91.12 45.09 51.81 17.85 80.73 68.05 83.78 63.69 50.74 60.98 61.38
UPL∗ 92.62 52.54 62.96 22.44 82.31 77.02 86.94 64.95 61.45 69.89 67.31

LaFTer 92.13 50.30 72.60 19.11 80.21 71.66 84.93 63.81 57.44 66.32 65.85
MaPLe 91.72 48.11 55.58 12.09 81.37 70.44 85.12 64.62 55.60 66.30 63.10

PromptSRC 91.97 52.07 54.79 23.85 81.69 76.05 86.78 65.00 49.57 68.49 66.03
NtUA (ours) 92.45 57.86 67.91 22.83 83.71 79.13 91.01 67.21 71.12 74.52 70.78

Supervised 94.08 75.06 94.48 39.06 84.75 92.04 90.95 76.39 81.18 83.56 81.16

Table 4: Comparison of NtUA with Unsupervised Adaptation Methods on 10 Image Classification Datasets (Full
Training Sets)

Different Image Encoder Architecture: We examined NtUA’s effectiveness with different
CLIP image encoder architectures (ResNet-50). Even with ResNet-50, NtUA maintains
its edge over other SOTA, showing only a slight performance decline compared to ViT-
B/32. As depicted in Table. 5, NtUA outperforms zero-shot CLIP with ResNet-50, showing
a significant +7.79% improvement in the 16-shot setting. Furthermore, NtUA consistently
surpasses UPL and UPL∗ in this scenario. A direct comparison involving LaFTer, MaPLe,
or PromptSRC was impractical due to their incompatibility with ResNet-50.

Methods ImgNet Caltech DTD ESAT FGVCA Food Flower OxPets SUN StCars UCF Average

CLIP-RN50 60.32 85.76 42.79 36.15 17.01 77.38 66.10 85.69 58.81 55.79 61.96 58.89

UPL 58.55 90.43 44.44 56.58 15.48 75.64 67.97 82.09 62.36 53.58 63.76 60.99
UPL∗ 59.79 88.03 51.60 58.69 21.03 75.30 76.57 84.96 64.32 63.04 68.01 64.67

NtUA (ours) 62.30 92.74 50.47 63.85 20.64 78.28 78.28 88.01 63.64 66.47 68.78 66.68

Supervised 65.26 92.94 66.90 85.07 35.94 79.33 94.36 89.42 71.38 75.45 78.75 75.89

Table 5: Comparison of NtUA with Unsupervised Few-Shot Adaptation (16-Shot, CLIP-RN50).

5 CONCLUSION

We introduce NtUA, a novel approach called Noise-tolerant Unsupervised Adapter, which
enhances target model learning using limited unlabelled samples. NtUA employs a key-
value cache representing visual features and predicted pseudo-labels for unlabelled tar-
get samples. NtUA uses an adaptive cache formation technique with confidence-based
weights to handle noisy pseudo-labels. NtUA also incorporates similarity to image pro-
totypes into the loss function during cache fine-tuning. Additionally, NtUA refines cache
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values and weights through knowledge distillation from large-scale vision-language mod-
els. Experimental evaluations across multiple classification datasets consistently demon-
strate NtUA’s superior performance.
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