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1 Overview

The supplementary material provides some more specific information as follows:

* For reproducibility, we provide in-depth implementation details, including model pa-
rameters, training setting and evaluation metrics.

* For enhancing the understanding and appreciation of our proposed method’s effective-
ness, we have included a video demonstration in the Supplementary Materials.

2 More implementation details

2.1 Model parameters

We use a pretrained SpyNet[4] for optical flow estimation. Due to the pyramid structure of
SpyNet, we obtain flow at 4 different scales. We have designed two networks with different
amounts of parameters, namely Ours-S contains 0.5M and Ours-L contains 9M parameters.
The number of FRBs was set to 7. The number of S-NAF blocks for each FRB was set to 3
and 6 for Ours-S and Ours-L, respectively. The hyperparameter of the dim in Table. 1 was
designed for the feature input channel in each Flow-guided deformable alignment (FGDA)
block as follows, where dim = [20, 20, 20, 20, 20, 20, 20] and dim = [20, 40, 80, 160, 80,
40, 20] are applied for Ours-S and Ours-L. model. The DCN kernel size was set to 3 and the
number of deformable groups was set to 4.
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Layer Conv? \ Conv™

1. conv(dim*2+2, dim, 3)
LeakyReLU(0.1)
conv(dim, dim, 3)
LeakyReLU(0.1)
conv(dim, dim, 3)
LeakyReLU(0.1)

conv(dim,288,3) [ conv(dim,144,3)

N | B

Table 1: The architecture of Conv?# is designed to compute the offset and mask required
by the deformable convolution network in the FGDA Block.

2.2 Training Setting

We adopt AdamW [3] optimizer, and the learning rate decays from 1 x 107% to 1 x 10—7
with Cosine Annealing [2] scheduler. The training process consists of 600K iterations. The
batch size was set to 8 and the patch size was 128 x 128. Our models were end-to-end
trained via a L; loss function. All the experiments were performed on one Nvidia GeForce
RTX 3090.

2.3 Evaluation Metrics

To conduct a comprehensive evaluation, we compare our approach to previous methods in
terms of restoration accuracy and inference efficiency. In order to fairly compare with ex-
isting methods, we followed the evaluation method in [7]. To assess the fidelity, we employ
Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM) [6] as
evaluation metrics. The reported scores were derived by calculating the average scores across
the entire test set. As for efficiency evaluation, we calculate the runtime based on an image
crop with 256 x256 resolution on various models with similar amounts of parameters.

3 Video Visualization

In the Supplementary Material, we provide video demonstrations that showcase the dein-
terlacing results obtained with our method compared to those using VFIT[5] and Liu’s[1]
techniques. These comparisons are crucial for illustrating the practical improvements our
approach offers in the temporal domain. Notably, both the VFit and Liu methods exhibit
temporal flickering artifacts, which can degrade the viewer’s experience by causing incon-
sistencies in video playback. Such artifacts are imperceptible in the results obtained from
our model, providing a clear visual testament to the enhanced stability and quality of our
method. For a detailed comparison, please refer to the video examples in the Supplementary
Material.
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