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Abstract

Due to old CRT display technology and limited transmission bandwidth, early film
and TV broadcasts commonly used interlaced scanning. This meant each field contained
only half of the information. Since modern displays require full frames, this has spurred
research into deinterlacing, i.e. restoring the missing information in legacy video con-
tent. In this paper, we present a deep-learning-based method for deinterlacing animated
and live-action content. Our proposed method supports bidirectional spatio-temporal in-
formation propagation across multiple scales to leverage information in both space and
time. More specifically, we design a Flow-guided Refinement Block (FRB) which per-
forms feature refinement including alignment, fusion, and rectification. Additionally, our
method can process multiple fields simultaneously, reducing per-frame processing time,
and potentially enabling real-time processing. Our experimental results demonstrate that
our proposed method achieves superior performance compared to existing methods.

1 Introduction
Interlaced video was developed in the early days of television to balance visual quality and
technical constraints within limited bandwidth and refresh rates. It captured odd and even
fields in alternating frames, combining them into interlaced frames for displaying on screens.
While interlacing was once a useful technique, modern displays require progressive video,
making interlaced formats obsolete. However, in the past, when interlacing videos, the orig-
inal frames usually were not preserved. Consequently, deinterlacing has become crucial for
the restoration of old interlaced content.

Deinterlacing involves estimating the content of absent lines within each field of an inter-
laced video signal, aiming to generate the complete frame information while ensuring visual
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quality and minimizing artifacts. A large variety of deinterlacing algorithms exists: Con-
ventional Deinterlacing methods [8, 10, 24] can be categorized into intra-field interpolation,
inter-field interpolation, and motion-based. Intra-field interpolation reconstructs the missing
field by averaging pixel values available from the current field. Inter-field interpolation repli-
cates information from neighboring fields to approximate the missing field. The outcome of
such methods is generally unsatisfactory due to the simplicity of replicating and averaging
pixel values. Despite involving motion detection and alignment, conventional motion-based
methods are still insufficient in capturing accurate inter-frame correspondences. Fortunately,
deinterlacing is perfectly suited for fully supervised training since the degradation process
induced through interlacing is well-defined. This allowed to harness the expressive power of
neural networks and to significantly surpass the previously available handcrafted reconstruc-
tion strategies across diverse input data [17, 31, 33, 34].

Sharing a similar goal of restoring missing information from observations, video super
resolution[4, 5, 28], video frame interpolation[20], as well as image and video restoration
[6, 14, 27] can offer valuable insights for video deinterlacing, especially when it comes to
devising strategies for temporal propagation, alignment and fusion.

In order to make the most effective use of both spatial and temporal information in in-
terlaced videos, we propose a Flow-guided Refinement Block (FRB). Opposed to [5], we
introduce an additional fusion mechanism after the deformable convolutions. While [5] em-
ploys recurrent propagation, we leverage bidirectional parallel propagation [14] on each scale
level. The main contributions of our work are:

• We propose a deep learning framework for deinterlacing that incorporates a mecha-
nism for the propagation of temporal information in both image and latent space, as
well as feature refinement. Our framework effectively tackles the restoration of inter-
lacing artifacts, including combing and aliasing.

• Our model is lightweight and capable of simultaneously outputting six deinterlaced
video frames which makes it a promising candidate for real-time applications.

• Our extensive experimental results demonstrate that our proposed method can remove
complex interlacing artifacts and achieve state-of-the-art performance.

2 Related Work

2.1 Conventional Deinterlacing

Video deinterlacing in computer vision presents classic challenges, with methods falling into
three categories: intra-field, inter-field, and motion-based. Intra-field techniques reconstruct
frames independently but suffer from lower quality due to simplistic averaging [9]. Efforts
to improve edge processing include bilateral filtering [26] locality and similarity adaption
[24], and moving least square methods [25]. Inter-field methods aim to enhance quality by
integrating temporal information but often yield unsatisfactory outcomes [11, 13]. Motion-
based methods require accurate compensation, posing challenges with significant motion,
resulting in visible artifacts [12, 18].
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Figure 1: Overview of data processing during training.

2.2 Deep Learning-based Deinterlacing

Several deep learning-based deinterlacing networks have emerged in the past years, such as
DICNN by Zhu et al. [34], emphasizing real-time processing, Liu et al. used deformable
convolution and attention-residual blocks [17] and Zhao et al. used a two-stage ResNet
Structure to deal with complex interlacing artifacts [33]. However, these approaches mainly
focus on intra-frame deinterlacing and overlook temporal information. Bernasconi et al. [2]
proposed a multi-field deinterlacing method, while VDNet [31] introduced an RNN-based
framework but struggled with feature-domain alignment and handling artifacts with large
motion. Meanwhile, video deinterlacing can be viewed as a type of video upscaling task,
akin to vertical upscaling by a factor of 2. Existing methods rely on optical flow estimation
[3], but alternatives like TDAN [23], EDVR [27], VFIT [20], BasicVSR++ [5], TMNet [29]
and VRT [15] eliminate the need for motion estimation, utilizing deformable convolution for
alignment and improving spatio-temporal upscaling techniques.

3 Method

3.1 Data processing pipeline

Our data processing pipeline is depicted in Fig. 1. We sample the odd or even field alterna-
tively from 6 consecutive frames as the input to our model. The model predicts the rest of
the corresponding even and odd fields and calculates the objective error during the training
process. Specifically, the order of the input fields follows the role where the first field (NO

1 )
from the odd-field of the first frame, then the second field (NE

2 ) from the even-field from the
second frame, and then alternates between odd and even for the subsequent input fields. The
output is an estimation of the missing half-frame information, where the output order for the
fields is even-field (ÑE

1 ) for the first frame, odd-field (ÑO
2 ) for the second frame, and then

alternates between odd- and even-field for the subsequent frames.

3.2 The proposed method

As mentioned in Sec. 2, video processing tasks often benefit from the utilization of temporal
information, however, it is also challenging. The difficulty lies in the need to aggregate
information between multiple correlated frames in a video sequence that contains complex

Citation
Citation
{Zhu, Liu, Mao, and Wong} 2017

Citation
Citation
{Liu, Zhang, Wang, Ma, and Gao} 2021

Citation
Citation
{Zhao, Jia, and Wang} 2021

Citation
Citation
{Bernasconi, Djelouah, Hattori, and Schroers} 2020

Citation
Citation
{Yeh, Dy, Huang, Chen, and Hua} 2022

Citation
Citation
{Caballero, Ledig, Aitken, Acosta, Totz, Wang, and Shi} 2017

Citation
Citation
{Tian, Zhang, Fu, and Xu} 2020

Citation
Citation
{Wang, Chan, Yu, Dong, and Changeprotect unhbox voidb@x protect penalty @M  {}Loy} 2019

Citation
Citation
{Shi, Xu, Liu, Chen, and Yang} 2022

Citation
Citation
{Chan, Zhou, Xu, and Loy} 2022

Citation
Citation
{Xu, Xu, Li, Wang, Sun, and Cheng} 2021

Citation
Citation
{Liang, Cao, Fan, Zhang, Ranjan, Li, Timofte, and Vanprotect unhbox voidb@x protect penalty @M  {}Gool} 2024



4Z. GAO,ET AL.: DEINTERLACING WITH BIDIRECTIONAL INFORMATION PROPAGATION

Bi-directional Feature Alignment & FusionImage-Space Alignment & Fusion Reconstruction

SP
yN

et

Im
ag

e-
Sp

ac
e 

W
ar

pi
ng

C

Flow-guided Refinement Block (FRB)

FGDA C

S-
N

AF
Bl

oc
k

G
EL

U

3x
3 

co
nv

*

Fusion Block

3x
3 

co
nv

3x
3 

co
nv

S-NAF Block
La

ye
rN

or
m

1x
1,

co
nv

3x
3,

co
nv

Si
m

pl
e 

G
at

e

1x
1,

co
nv

3x
3,

co
nv

SC
A

Elementwise Addition

C
Channel-wise
Concatenation 

Adjacent frame feature

* Pixel-wise multiplication

FGDA

S-NAF

FB

Conv

Figure 2: Overview of our deinterlacing network. We introduce forward-backward prop-
agation to refine features bidirectionally. Specifically, within each propagation block, we
introduce a Flow-guided Refinement Block (FRB). In the FRB, the FGDA block was de-
signed to enhance offset diversity for the deformable convolution. It is followed by a Fusion
block and S-NAF block to further refine the aligned features.

moving objects. Therefore, alignment and propagation of temporal sequence information
become crucial.

The proposed overall architecture is shown in Fig 2. The alignment in our proposed
method can be categorized into image space alignment and feature space alignment [15].
Feature alignment leverages a UNet-like structure and aligns at different scales. Building
on the concept of BasicVSR++ [5], we propose a Flow-guided Refinement Block (FRB). It
integrates Flow-guided Deformable Alignment [5] (FGDA) and a Fusion Block (FB) in con-
junction with SimpleNAF [6, 21] (S-NAF) blocks. This helps to overcome instability during
the training of Deformable Convolution Network (DCN), which can suffer from overflow is-
sues. For information propagation, the commonly used unidirectional propagation transmits
information from the first frame to the next in the video sequence. However, the information
received by different frames is unbalanced. Specifically, the first frame receives no infor-
mation from the video sequence except itself, whereas the last frame receives information
from all the previous frames. Therefore, the later frames receive more information than ear-
lier frames, which may result in sub-optimal outcomes and produce temporal artifacts, such
as quality fluctuation over time. To address this, we developed a bidirectional information
propagation scheme.

As shown in Fig 2, given an input of six consecutive fields, SPyNet [19] is first applied to
estimate optical flow, Sk

i , between each pair of neighboring fields, followed by a forward and
backward alignment of adjacent fields in the image domain, N f orward

i and Nbackward
i . Then the

warped fields are concatenated with the input fields along the channel dimension. After that,
a 3D convolutional layer is applied to extract features (gi) from each field and warped field.
In the Feature Alignment, Refinement, and Propagation (FARP) component, f j

i from each
Flow-guide Refinement Block (FRB) is then propagated under our bidirectional propagation
scheme across corresponding scales, where alignment is performed by our FGDA module
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and feature refinement is conducted by the FB and S-NAF modules. After propagation, the
aggregated features are used to reconstruct the output image through convolutional layers.

In the following sections, a detailed description of the three components of our model
will be presented respectively, including Field Alignment, Feature Alignment, Refinement
& Propagation (FARP), and Reconstruction.

3.2.1 Field Alignment

We first perform alignment in the image domain. Alignment is achieved by utilizing a pre-
trained SPyNet [19] to compute optical flow followed by forward and backward warping. It
is worth noting that we apply spatial alignment at four different scales with corresponding
optical flow. After warping and upsampling to the original scale, the original image fields
Ni, and four pairs of N f orward and Nbackward are concatenated along the channel dimension.
Moreover, the four different scales of optical flows have been further utilized as inputs to the
subsequent FRBs at various scales accordingly in the FARP component.

3.2.2 Feature Alignment, Refinement & Propagation (FARP)

We develop a bidirectional UNet-like scheme to facilitate refinement through propagation
where the intermediate features are initially propagated independently both forward and
backward in time and then down- and up-sampled and finally formed the aggregation pro-
cess. Through this refinement process, the receptive field can be expanded and the informa-
tion from different frames can be ‘revisited’ and employed for feature enhancement.

Specifically, after the field alignment, a 3D convolutional layer is applied to extract image
features from the input. The features are then propagated under our bidirectional UNet-like
propagation scheme in latent space, where alignment and refinement are performed in the
feature domain under four various scales by our Flow-guided Refinement Block (FRB), as
shown in Fig. 2.

In the following subsections, we provide a detailed explanation of the forward feature
propagation in our proposed FRB module. The process for backward propagation is simi-
larly defined.

Flow-guided Refinement Block (FRB) As shown in Fig. 2, let Ni be the input image, gi
be the feature extracted from the convolutional layer. f j

i be the feature computed at the i-th
timestep in the j-th propagation block. To compute the forward and backward feature of f j

i ,
we first align f j−1

i+1 and f j−1
i−1 using the flow-guided deformable alignment (FGDA) module,

respectively.

f̂ j
i− f orward = FGDA

(
f j−1
i , f j−1

i+1 ,S
k
i→i+1

)
, and f̂ j

i−backward = FGDA
(

f j−1
i , f j−1

i−1 ,S
k
i→i−1

)
,

(1)
where Sk

i→i+1 , Sk
i+1→i denote the optical flows at k-th scales from i-th field to the (i+1)-th

and (i−1)-th field, respectively. And f 0
i = gi. The features from the current scale and from

corresponding scales of adjacent fields are then concatenated and aggregated by an FB and
then passed through multiple S-NAF blocks for further refinement. The S-NAF block was
proposed in [21] and can make model architecture simpler and leaner. This operation can be
formulated as below:

f j
i = S-NAF

(
FB

(
C
(

f j−1
i , f̂ j

i− f orward , f̂ j
i−backward

)))
(2)
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Figure 3: Illustration of the Flow-guided deformable alignment (FGDA) module.

where C denotes concatenation along channel dimension.

Flow-Guided Deformable Alignment (FGDA) We explain FGDA, a core component
of our model which is added onto the concept of BasicVSR++ [5], for self-containing.
Whereas the deformable alignment has achieved better performance over flow-based align-
ment, thanks to the offset diversity inherently introduced in deformable convolution (DCN)[7],
the instability in vanilla DCN could lead to offset overflow, thus reducing final performance.
Given the strong relation between the deformable alignment and flow-based alignment, op-
tical flow is utilized to further guide deformable alignment, in order to fully utilize offset
diversity and address the instability issue. The FGDA module has been illustrated in Fig.
3, we omit the superscript j and k in the notation, and only forward propagation has been
demonstrated for simplicity.

Specifically, in Fig. 3, the current feature fi at timestep i, the feature fi−1 computed from
timestep i−1, and the optical flow Si−1→i to the current field are the inputs. Firstly, fi−1 is
forward warped with Si−1→i:

f̄i =W ( fi−1,Si−1→i) (3)

where W represents the spatial warping operation. The aligned features f̄i are subsequently
employed to calculate the DCN offsets oi−1→i and modulation masks mi−1→i. Rather than
directly computing the DCN offsets, the residue with respect to the optical flow is computed
by ConvO:

oi−1→i = Si−1→i +ConvO (
C( fi, f̄i,Si−1→i)

)
(4)

mi−1→i = σ
(
ConvM (

C( fi, f̄i,Si−1→i)
))

(5)

where ConvO,M represents a stack of convolutional layers for o and m prediction respectively.
σ denotes the sigmoid activation function. Subsequently, output feature f̂i can be obtained
by a DCN block with the input of feature fi−1, offset oi−1→i and mask mi−1→i.

f̂i = DCN( fi−1,oi−1→i,mi−1→i) (6)

The aforementioned formulations can be used for the forward propagation of a single field
feature. The same process can be independently applied for backward propagation.

3.2.3 Reconstruction

Following feature refinement in FARP (Fig. 2), a 3D convolution reconstructs the predicted
image’s color information from the latent space. Skip connections (both latent and image
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Method Parameters Runtime VimeoTest Vid4 SPMC UDM10
(Million) (ms) PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Liu-S[17] 0.52 169.33 40.45 0.9804 31.24 0.9524 36.73 0.9740 42.12 0.9872
VFIT-S[20] 0.51 46.85 40.79 0.9824 31.30 0.9541 40.89 0.9882 41.06 0.9836
DICNN-S[34] 0.54 20.35 41.42 0.9831 31.77 0.9559 40.58 0.9881 41.58 0.9844
VDNet-S†[31] 0.51 - 42.68 0.9848 32.26 0.9568 43.17 0.9907 42.48 0.9865
Ours-S 0.50 18.45 44.40 0.9906 34.20 0.9703 46.35 0.9959 44.49 0.9914

Liu-L[17] 9.12 1593.99 40.70 0.9810 30.61 0.9498 36.99 0.9749 42.27 0.9875
VFIT-L[20] 8.87 87.13 43.75 0.9891 34.07 0.9696 45.27 0.9945 43.51 0.9898
TMNet†[29] 12.44 - 45.70 0.9910 34.53 0.9698 47.26 0.9958 44.59 0.9912
VDNet-L†[31] 9.23 - 46.45 0.9922 34.83 0.9703 47.84 0.9965 45.52 0.9928
Ours-L 8.88 26.34 46.50 0.9935 35.46 0.9749 48.19 0.9972 46.20 0.9940

Table 1: Quantitative comparison (PSNR/SSIM). Red and blue colors represent the best and
second-best performance, respectively. The runtime is calculated based on an image size of
256×256. †: numbers are taken from [31].

space) aid in residual learning, facilitating complex feature extraction and mitigating gradient
vanishing, ultimately enhancing deinterlaced image quality.

4 Experiments

4.1 Training and Testing Datasets

We utilize datasets consisting of natural video sequences and synthesize the interlaced frames
for both training and evaluation with the method mentioned in Sec. 3.1. We trained our mod-
els with the Vimeo-90K [30] training set that contains 64,612 sequences and tested our mod-
els on the remaining 7,824 testing sequences. To assess the generalization capability of our
model across diverse data distribution, we utilized Vid4[16], SPMC[22], and UDM10[32]
for additional testing without retraining or fine-tuning our models. Further details on train-
ing and evaluation settings can be found in supplementary materials.

4.2 Comparisons to existing methods

We compared our proposed method with existing deinterlacing and video frame interpolation
methods. For the deinterlacing methods, we compared ours with VDNet[31], Liu[17] and
DICNN[34]. For the video spatio-temporal upscaling methods, we choose the SOTA method
TMNet[29] and VFIT[20] as the benchmark. We re-implemented the models Liu[17],
DICNN[34] and trained VFIT[20], DICNN[34] and Liu[17] at two distinct parameter levels,
9 million (large) and 0.5 million (small), on Vimeo-90k train dataset[30].

As shown in Table 1, our large model, Ours-L, achieves state-of-the-art performance
on all datasets and is the most efficient in terms of runtime and parameters. Moreover,
our small model, Ours-S, also performed the best among all of the small models with the
least amount of parameters used. Relative to DICNN’s original parameter count of 0.07M,
increasing the model’s parameter count to 0.5M led to improved performance. However,
when the parameter count was further increased to 9M, due to the simplicity of the network
architecture, it may have resulted in a loss of robustness leading to unsatisfying results.
Therefore, we have excluded it from the comparison.
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Figure 4: Visual comparisons of ours with existing deinterlacing methods. The first column
shows the interlaced image and ground truth. The columns marked by green and yellow
rectangles represent the results and FLIP[1] error maps from the large and small models,
respectively. High intensity in FLIP maps indicates larger errors in the image. The PSNR
values written in the top-left corner are computed for each crop.

4.3 Qualitative Results

In Fig. 4, we present qualitative comparisons between our approach and alternative methods.
To intuitively demonstrate the discrepancy between the models’ prediction and the ground
truth, we visualize the pixel level FLIP [1] error maps where the brighter regions indicate
more visible differences by human perception. While other approaches also have succeeded
in eliminating interlaced artifacts, they often fail to handle areas with intricate textures and
details. Notably, our approach consistently produces sharper results across various datasets
and reduces combing and aliasing artifacts when generating deinterlaced frames compared
with existing methods.

In order to demonstrate the model’s performance on new types of content beyond the
natural live-action content dataset, as shown in Fig. 5, our method can be generalized to an-
imation content and consistently achieves superior performance without producing aliasing
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Figure 5: Visual comparisons showcase the deinterlacing results for animation content. Our
method correctly restores the detail of the poster on the wall and the "nose" (intake grille)
of the animated character. The PSNR values in the top-left corner are computed for each
cropped region. High intensity in FLIP maps indicates larger errors in the image.

artifacts, even without fine-tuning on the animated content.

5 Ablation study

We devised several ablation studies to reason on our design and assessed the significance of
each component within our network.

Impact of Image-level alignment. In our proposed method, the fields that enter the
network undergo image-level alignment before proceeding to latent-level alignment, propa-
gation, and aggregation. To attest to the necessity of temporal alignment in color space, we
removed the Image-level alignment, which resulted in a slight decline across all test sets,
named w/o Image Alignment in Table 2.

Impact of Bidirectional propagation. To motivate our bidirectional propagation ap-
proach to enlarge the temporal receptive field, we conducted a variant of our model utilizing
only unidirectional propagation, labeled as Unidirectional Propagation in Table 2.

Impact of FGDA module. The effectiveness of feature alignment in the temporal do-
main has been thoroughly analyzed in [5]. To ensure the completeness of our work, we
removed all the FGDA modules so that the receptive field is constrained within individual
fields, and the quantitative results are shown in w/o FGDA in Table 2. Furthermore, as il-
lustrated in Fig. 6, the significance of FGDA and bidirectional propagation scheme becomes
more pronounced in regions that contain fine details and intricate textures.

Impact of S-NAF Block in FRB. To motivate our choice of S-NAF as basic blocks
in the network, we substitute them with the conventional Conv-ReLU residual blocks, as
shown in Conv-ReLU Block in Table 2. Our model with S-NAF offers a lighter architecture
and improved performance.
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Parameters(M) VimeoTest Vid4 SPMC UDM10
w/o Image Alignment 0.50 44.09 34.05 45.83 43.99
Unidirectional Propagation 0.50 43.35 33.37 44.13 44.50
w/o FGDA 0.53 41.24 32.76 41.66 42.71
Conv-ReLU Block 0.57 43.07 33.30 43.94 43.76
Our complete model 0.50 44.40 34.20 46.35 44.49

Table 2: Ablation study of the components. In each dataset, we evaluate in terms of PSNR.
We conducted an ablation study on a small model (0.5M) across different datasets. To elimi-
nate the influence of the reduced parameter count due to the absence of a specific component,
we readjusted the network parameters to ensure they were all at the same parameter level, in
order to ensure a fair validation of the effectiveness of each individual component.

GT

Interlaced

w/o FGDA ours-S

FLIP

GT w/o FGDA ours-S

Interlaced FLIP

GT w/o FGDA ours-S

Interlaced FLIP

Figure 6: Visual results showcase the impact of the FGDA module in the ablation study.
With the aid of the FGDA module, complex details are restored and aliasing artifacts are
significantly alleviated.

6 Conclusion and future work

In this paper, we introduce a novel deep learning-based video deinterlacing framework. To
the best of our knowledge, our model is the first deep learning-based deinterlacing frame-
work that takes into account both image and feature space bidirectional alignment in con-
junction with feature refinement. To address the interlacing artifacts, we first employed a
pre-trained SPyNet to obtain the forward and backward optical flows at four different scales.
These flows have been used for field alignment in the image space and also later in latent
space. For more accurate feature information propagation, we proposed a feature refinement
Block (FRB), performing bidirectional propagation and refinement across different scales to
expand the receptive field while effectively enhancing the utilization of temporal informa-
tion. In the reconstruction process, we employed a residual mechanism both in the latent
space and image space, facilitating a more effective reconstruction of the deinterlaced im-
age. Notably, our model was designed to be capable of concurrently processing six fields
of interlaced images, which reduces the processing time significantly. Through our exten-
sive experiments, we demonstrate that our proposed method achieves state-of-the-art results
while also providing the potential for real-time deinterlacing applications.

Although the existing synthetic dataset has been effectively used in this work and may
not fully represent the complexities of real-world legacy interlaced videos. Future work will
focus on incorporating a broader range of real-world data to enhance the model’s robustness
and performance across diverse video content.
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