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Overview
ÅApplying LTH instead of traditional pruning methods.
ÅPruning popular PCNN models (PointNet, DGCNN, PointCNN).
ÅApplying transfer learning on sparse sub-networks further.
ÅAnalyzing pruning rate of Convolution (Conv) and FC layer
ÅComparison with less parametric models.

Challenges

Performance of LTH for 3D shape Classification

Transferability of 3D Subnetwork

Comparison With Less Parametric Models

Pruning comparison between Conv and FC layer

1. Geometric Complexity: geometric structures and topological 
properties such as rotation invariance, Neighborhood Recovery, 
Scale Variability.
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2. High Dimensionality: Irregular spatial arrangements, leading to 
larger input sizes and more complex feature representations.
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3. Structural Constraints: Samestructural constraint(e.g. bilateral 
symmetry) holds for an input 3D shape x and output of the winning 
ticket subnetwork.
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Key Findings from 3D PCNN pruning

1. Global pruning methods are more effective in identifying winning 
tickets at extreme sparsity levels.

2. Only 1% of the highest magnitude weights can produce 
reasonable performance. 

3. The weights of the FC layers are less critical for overall 
performance than the Conv layers.

4. The analysis underscores the importance of convolutional layers 
for feature extraction, while fully connected layers contribute 
significantly to model size without impacting performance.

5. Experiment findings prioritize the preservation of convolutional 
layers while potentially eliminating or significantly compressing 
fully connected layers to develop more efficient architectures in 
the future.

Table2: Comparative analysis of the performance between existing less parametric 
models and highly sparse subnetworks extracted from over-parameterized models.

Table1: Sparse sub-networks obtained from larger ShapeNetCore dataset and used 
for training on smaller ModelNet40 and ScanObjectNN datasets 

Key Features:

V10-25 times sparse  
than existing less 
parametric models

Vcompatible 
performance

V suitable for edge
devices

i. Key existence of highly sparse subnetworks comparable or even superior 
accuracy to the original dense model.

ii. The sparse network achieved from global one-shot or IMP pruning maintains 
a high accuracy across various PCNN models and datasets.

iii. remarkably high pruning rates of up to 99%

Impacts after
Imposing an aggressive
Pruning:

VPruned 99% weights
VA remarkable 

amount
Of weights in the 
Convolution (Conv) 
layers remain intact

VMost of the weights 
in the FC layers are 
pruned away.

VConvolution layers
are crucial for 
extracting the 
essential features 
from the point cloud 
data

Strategies for Lottery Ticket Hypothesis (LTH) 

1. Based on Structural connectivity:
üGlobal Pruning: Prune p% weights across the entire network
üLocal Pruning:  Prune p% weights from each layer
2. Frequency of Pruning:
ü Iterative Pruning:  Prune a small portion of weights at each 

iteration
üOne-shot Pruning: Pruning the target weights at a time

Figure1: Pruning 3D over-parameterized 3D Point Cloud Neural Networks (PCNNs) 
using Lottery Ticket Hypothesis (LTH)

Figure2: Performance of lottery tickets(sub-networks) for 3D shape classification

Figure3: Impact of global pruning on Convolutional and FC layers 


