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Advancing Medical Image Segmentation:
Morphology-Driven Learning with Diffusion Transformer

Contact

• We presents a new diffusion transformer segmentation 

(DTS) model which performs better than previous 

framework.

• We introduce a novel approach to address the medical 

image segmentation by integrating morphology-driven 

learning into the image processing, such as (1) k-neighbor 

label smoothing, (2) reverse boundary attention, (3) 

self-supervised learning.

• Our model demonstrates the generality in segmentation 

tasks in medical modalities such as CT, MRI, and lesion 

images and further suggests that this approach may be 

adaptable to other domains.

• The unique properties of medical imaging(a) make clear 

segmentation difficult, and the high cost and time-

consuming task of labeling leads to a coarse-grained 

representation of ground truth(b).
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yglee730@dgu.ac.kr   jihie.kim@dgu.edu

Qualitative Results

DTS: Diffusion Transformer Segmentation

• We suggest the possibility of replacing the diffusion 

encoder with a Swin transformer, which offer scalability 

and computational efficiency when processing various 

images due to its hierarchical structure.

𝑘-Neighbor Label smoothing by organ distance.
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Quantitative Results
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• 𝑘 –nls that leverages the relative 

positions of organs for distance-

aware smoothing of the labels of 

𝑘 -neighbors for a given class or 

organ. (𝑘 > 2)

• The region of interest was highlighted with arrows. 

• Our model(DTS) captures fine-grained details and 

achieves precise boundary representations.

Multi-organ segmentation(CT)

Tumor, Lesion segmentation(MRI, Skin image)

Morphology-driven learning

RBA: Reverse-boundary Attention.

Self-supervised learning (SSL)
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• RBA aims to improve the prediction 

of models by gradually capturing 

and specifying areas that may have 

been initially ambiguous.

• Our SSL framework combine 

three proxy tasks.

• Contrastive learning

• Masked Location Prediction

• Partial Reconstruct Prediction

• Our model(DTS), which demonstrate good segmentation 

performance for small organs.(e.g. gall bladder, esophagus)
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