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Background Contributions

 The unique properties of medical imaging(a) make clear < We presents a new diffusion transformer segmentation
segmentation difficult, and the high cost and time- (DTS) model which performs better than previous
consuming task of labeling leads to a coarse-grained framework.

representation of ground truth(b). . .
epresentation of ground truth(p) * We Iintroduce a novel approach to address the medical

Image segmentation by integrating morphology-driven
learning into the image processing, such as (1) k-neighbor
label smoothing, (2) reverse boundary attention, (3)
self-supervised learning.

* Our model demonstrates the generality iIn segmentation
tasks in medical modalities such as CT, MRI, and lesion
Images and further suggests that this approach may be
adaptable to other domains.

Morphology-driven learning
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Qualitative Results

GroundTruth DTS UNet SwinUNETR  Diff-UNet |\/|u|ti_0rg an Segmentation(CT)_
Method Spleen  Kidney §Gall ~ Esophagus § Liver  Stomach Aorta IVC ~ Veins  Pancreas AG Avg.
TransUNet [H] 0952 0928 §0.662 0.757 0969 0889 0920 0833 0791 0775  0.637 | 0.828
nnUNet [ 0947 0920 §0.794 0.812 0955 0905 0908 080 0812 0829 0764 | 0.863
UNETR O] 0952 0928  §0.805 0.824 0963 0925 0928 0857 0828 0832 078 | 0.874

Swin UNETR [OT] | 0956 0937  §0.828 0.827 0971 0921 0928 0863 0849 0858 0810 | 0.886

EnsemDiff [EJ] 0.905 0911 0.732 0.723 0947 0838 0915 0838 0704 0715 0637 | 0.805
SegDiff [d] 0.894  0.881 0.703 0.654 0852 0702 0874 0819 0715 0724 069 | 0.774
MedsegDiff [E] 0969 0930 §0.822 0.817 0970 0919 0912 0859 0831 0813  0.791 | 0.875
Diff-UNet [E3] 0973 0942 03812 0.815 0973 0924 0907 0868 0825 078  0.779 | 0.873

Ours* 0972 0942  §0.903 0.847 0972 0924 0945 0874 0867 0880  0.842 | 0.906

 Our model(DTS), which demonstrate good segmentation
performance for small organs.(e.g. gall bladder, esophagus)

Tumor, Lesion segmentation(MRI, Skin image)

BraTs ISIC
Method WT TC ET Average Average
Dice? HD/| Dice?T HD| DiceT HDJ| Dicet HDJ] | Dice? HD/|
TransUNet [H] 78.95 5.87 81.60 5.05 76.15 5.91 78.90 5.87 85.40 3.88

o : ' ' : ' 89.92 249 8479 4.0 9.5 5. 84.74  4.08 | 87.5 3.2
The region of Interest was hlgh“ghted with arrows. SW?I?{}EJJ;{TEE] 90.04  2.41 85.39 3.931 ;0.0} 5;; 85.39 3.97 8;.63 2.5;
R TaT=9 ' ' SeeDiff [0] 8051 523 8232 483 7324 684 7869 587 | 8730 332
Our mOdeI(DTS) captures fine gramed detalls and MedsgegDiff (B3] | 8949 271 8512 396 79.12 581 8457 413 | 89.89 257

: - : Diff-UNet [ET] 8823 294 8694 340 7987 579 8501 401 | 88.64 294
achieves Precise boundary representatlons. Ours* 8063 257 88.02 307 SLIl 512 8625 3.62 | 9L.12 218
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