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Abstract

Accurate prediction of cardiovascular diseases remains imperative for early diagno-
sis and intervention, necessitating robust and precise predictive models. Recently, there
has been a growing interest in multi-modal learning for uncovering novel insights not
available through uni-modal datasets alone. By combining cardiac magnetic resonance
images, electrocardiogram signals, and available medical information, our approach en-
ables the capture of holistic status about individuals’ cardiovascular health by leveraging
shared information across modalities. Integrating information from multiple modalities
and benefiting from self-supervised learning techniques, our model provides a compre-
hensive framework for enhancing cardiovascular disease prediction with limited anno-
tated datasets.

We employ a masked autoencoder to pre-train the electrocardiogram ECG encoder,
enabling it to extract relevant features from raw electrocardiogram data, and an image
encoder to extract relevant features from cardiac magnetic resonance images. Subse-
quently, we utilize a multi-modal contrastive learning objective to transfer knowledge
from expensive and complex modality, cardiac magnetic resonance image, to cheap and
simple modalities such as electrocardiograms and medical information. Finally, we fine-
tuned the pre-trained encoders on specific predictive tasks, such as myocardial infarction.
Our proposed method enhanced the image information by leveraging different available
modalities and outperformed the supervised approach by 7.6% in balanced accuracy.
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1 Introduction

Cardiovascular diseases (CVDs) are the leading cause of death worldwide resulting in 20.5
million deaths in 2021 [27] which makes the early diagnosis and prevention of CVD a criti-
cal task in medical research. Patient data, including laboratory values, imaging data, medical
histories from the electronic health record (EHR), and lifestyle contribute to a comprehen-
sive patient profile and are essential for healthcare decisions. Integrating these diverse data
sources in real time facilitates more effective prevention and treatment strategies. Several
medical data are used for detecting CVD. Cardiac magnetic resonance (CMR) images are
the gold standard for assessing cardiac structure, and electrocardiograms (ECGs) are com-
monly used for electrophysiological evaluation. Early algorithms focus on automated ECG
interpretation [26, 30] or CMR image analysis [34]. A major limitation of current models
is that they are limited to algorithms trained on a single modality and don’t translate be-
tween different modalities, however, to capture the complexity of human biology, there is a
need to go beyond traditional clinically-focused and expert-curated features and include crit-
ically important, but often neglected, data types on which doctors’ evaluation rely on [17].
Machine learning models can leverage the complementary information present in different
modalities to develop a joint characterization of physiological states similar to the conven-
tional approach of diagnosis by doctors and further enhancing their effectiveness. Several
studies have employed multimodal data to improve diagnostic capabilities. Khurshid et al.
developed a deep learning-based model to estimate left ventricular (LV) mass from 12-lead
ECGs, which showed a strong correlation with LV mass on cardiac MRI imaging and cardio-
vascular events [25]. Christensen et al. developed a model that learned to interpret cardiac
ultrasound images by correlating them with expert cardiologists’ annotations [11]. Borsos et
al. proposed a multimodal deep learning architecture combining tabular data and imaging to
predict dichotomized mRS scores three months post-Acute Ischemic Stroke [7]. Amal et al.
provided a comprehensive review of multimodal approaches in healthcare for CVD analysis,
emphasizing various fusion strategies [3]. Ensemble learning improves deep learning model
performance through various approaches but it is challenging due to high training costs, the
need for inducing diversity among models, complex model selection, and combining predic-
tions, requiring further research to optimize these aspects. [15]

Recent models have proven to be fruitful for use in biomedical prediction tasks, but the
risk of overfitting remains due to the limited size of annotated datasets for supervised learn-
ing. Results of generative models such as Autoencoders (AEs) [2] on multi-modal clinical
measurements show that they perform well on aligning the embeddings from diverse modali-
ties and constructing a holistic representation for characterizing physiological state [33]. AEs
are employed to learn cross-modal representations from large multimodal datasets. Health-
care datasets such as UK Biobank [36] serve as an excellent resource for learning clinically
relevant representations. Hager et al. attempted to combine images and tabular data for multi-
modal pre-training of representation by optimizing a CLIP loss and predicting myocardial
infarction (MI) for the downstream task [19].They have shown that multi-modal prediction
using CMR and tabular data outperforms uni-modal prediction. However, it relies solely on
the image encoder for downstream tasks, ignoring the extensive information contained in the
tabular data or other relevant modalities such as ECG.

In healthcare, ECG signals and basic medical information, are readily available or easily
measured. However, CMR imaging, which provide detailed anatomical and physiological
information about the heart, is costly to obtain and may not always be accessible. Turgut et
al. tried a self-supervised contrastive learning [10] approach that transfers domain-specific
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information from CMR images to ECG embeddings. They predict the subject-specific risk of
various CVDs and determine distinct cardiac phenotypes solely from ECG data and demon-
strate that learned ECG embeddings incorporate information from CMR image with self-
supervised training on both modalities [37]. However, integrating tabular data, which in-
cludes demographics, lifestyle, and lab tests, with imaging data in multi-modal datasets is
essential for informed clinical decision-making in healthcare [1]. This project aims to im-
prove the existing classification of CVD using only ECG signals and patient medical infor-
mation for diagnosing MI by incorporating the embedding that is constructed with multiple
modalities including CMR images. This study demonstrates — to the best of our knowledge,
for the first time — how to successfully integrate all available modalities in different formats
as in realistic medical scenarios for predicting different downstream tasks. Furthermore, it
improves the alignment of different modalities in latent space by leveraging the huge amount
of unannotated data with self-supervised learning. Importantly, we increase the balanced ac-
curacy by 7.6% on a well-characterized clinical dataset for MI diagnosis.Our code is publicly
available at https://github.com/FraGirla/MMSSL-for-CVD-Pred.

2 Data

Our analyses were performed on UK Biobank which is a prospective cohort study of over
500,000 individuals including their clinical data from across the United Kingdom [24, 36,
39].

Cardiac MR images: The whole CMR image dataset is composed of 60,623 participants
with dimensions of 208x208xZx50 with Z as a variable number of slices dependent on the
size of the heart through 50 time points. To reduce data dimensionality, we selected the sub-
set of CMR information that best characterizes a heartbeat. We used a pre-trained segmen-
tation model from [5, 6] to label the left ventricle and calculate heart expansion based on the
number of labeled pixels. This allowed us to determine the end-diastolic phase (maximum
left ventricle expansion), the end-systolic phase (minimum expansion), and the mid-phase,
defined as the midpoint between the two, as outlined in [37]. Additionally, we reduced the
3D volume to 2D images by selecting the middle slice on the z-axis. This preprocessing ap-
proach extracts essential heartbeat information, reducing model complexity and improving
speed.

ECG: We used 12-lead ECG data recorded for 10 seconds at rest with a sampling fre-
quency of 500Hz and removed the measurement noise with 0.5 Hz high-pass bandwidth filter
with order of 5, followed by powerline filtering [29]. The whole ECG dataset is composed
of 50,531 participants each of them with 5000 time points and 12 leads.

Tabular data: As the aim of this research is to take advantage of data that are easily
available to make predictions on CVD, we integrate medical information as tabular features
in the signal encoder that will be used to predict the downstream task. The list of 33 impor-
tant clinical features included in this study are evaluated by medical experts and summarized
a table in tabular data section in supplementary materials. Tabular dataset is composed of
45,257 participants with 33 features. Categorical features were encoded using ordinal en-
coding and continuous features were normalized between 0 and 1.

We paired the ECG, CMRI, tabular features, and MI labels for multi-modal training.
Some participants didn’t have all three modalities available resulted in 45112 final dataset
which we divided into 80%, 10%, and 10% for training, validation, and test sets respectively.
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Figure 1: Visualization of the pre-training pipeline for ECG signals. The signal is divided
into patches and a fraction of them is masked. The ECG encoder takes the visible patch
that will be reconstructed via decoder. MAE loss measures the distance between the rec
struction and the original signal. A trained ECG encoder will be used in the next steps.

3 Method

We divided the training into four steps. First, we pre-trained the ECG encoder with an MAE
that learns the latent space by reconstructing the ECG[37]. For this part, we used all availat
ECGs. We employed the MAE pretraining for ECG as masked signal reconstruction is show
to be the most ef cient self-supervised learning (SSL) method for ECG data [35, 40] and w
think that the reconstruction task applied on all the leads is more effective in distinguish
ing between different ECG compared to the comparison between different augmentatio
made by SimCLR method. The image encoder with ResNet50 [20] backbone is separate
pre-trained on CMR images using SimCLR [9] loss to map two different views of the same
image closer in the latent space. The selection of SIMCLR is due to its demonstrated suf
rior performance in pretraining on medical data compared to other self-supervised learnir
methods [12, 19]. Training the image encoder in advance helps transfer the knowledge fro
the image encoder to the signal encoder. In the next step, we use paired CMRI, ECG, a
tabular data to improve the signal encoder of ECG. This is done using the CLIP loss [31] t
transfer the learning from CMR images to ECG and tabular data. Eventually, we ne-tune
ECG and tabular encoder using a balanced dataset composed of all data from individus
having the disease and the same amount of randomly chosen healthy people.

3.1 ECG masked autoencoder

Masked Autoencoder is a widely recognized self-supervised technique renowned for its ab
ity to learn robust representations through its masking and reconstruction mechanism [2-
This approach aids in the acquisition of a robust ECG encoder capable of mitigating th
redundancy inherent in ECG data, thereby enhancing sample discrimination. Additionall
this process facilitates the transfer of learning from CMRI to ECG and tabular encoders b
leveraging an existing encoder. The pipeline for this step is summarized in Figure 1.
Masking: The rst step consists of dividing the whole 12-leads ECG signal into rectan-
gular non-overlapping patches, masking a speci ed percentage of them using random sa
pling. While a mask ratio of 75% is typically recommended [22], we have increased it tc
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Figure 2: Visualization of the pre-training pipeline for CMRI. The image stack is augment
and given to image encoders. The resulting embeddings are then given to projection h
for optimizing the NT-Xent loss. The resulting image encoder will be later used for muls
modal self-supervised and uni-modal supervised training.

80% resulting in a larger effective receptive eld that considers the ECG's redundancy st
that the reconstruction task cannot be easily solved by interpolation.

We have as input a multi-channel time senigsRC T, we divide the inputin a attened
list of N patches with sizé reshaping the original input t& 2 RN P. Afterward, we
randomly draw a binary mask on the patches for obtaining the visible patgkeg[m] 2
RW D and masked ones,= x[1 m]2 RN P such thaN = N, + Np.

The backbone encoder is a ViT. We chose this model because we treat the ECG si
and its patches as an image that will be reconstructed thanks to its redundancy. Furtherr
it is a transformer-based technique that showed great reconstruction capabilities thanl
its ability to focus on relevant parts of the visible patches [13]. We haven't used a Resl|
encoder as in the image encoding because we think that a reconstruction of the signal tog
with the attention mechanism are more bene cial for taking advantage of the periodicity &
redundancy of the signal to learn quality ECGs embeddings. We apply this model to
visible patches. The encoder embeds patches by a linear projection with added positi
embeddings and then processes the result via a series of Transformer blocks.

MAE decoder is given a set of encoded visible patches and mask tokens (introduced
the encoder) that represent a learned vector that indicates the presence of a missing pa
be predicted. Its task is to perform the prediction of pixels for each of the missing patch
The decoder's output2 RN P is then reshaped to form a reconstructed imageR® T.

MAE h(:) consists of the composition of the signal encofién and decodeg(:) which,
when provided with visible patches, yielding the reconstructed sigmal ~

%= h(x,) = g(fs(x) @)

Further information about the augmentations and the training setting can be founc
experimental setup section in supplementary materials.

3.2 Image encoder pre-training

We pre-trained the image encoder (Figure 2) with SImCLR framework to learn repres
tations by maximizing agreement between differently augmented views of the image vi
contrastive loss in the latent space [9]. The rst step of this self-supervised technique c
sists of an input exampbeand generating two image viewsandxj which we consider as
positive pairs.



After the augmentations, we use neural netwb(k that takes the two positive pairs
and encodes them into representation embeddings. We use a ResNet50 as our backb
encoder since it has been proved that self-supervised techniques bene t more from bigg
models compared to supervised techniques [9]. We perform a forward pass for each
the two views and then make a global pooling. After the global pooling layer, we obtain
hi = f(%)= ResNetX) whereh; 2 RY with d = 2048.

We pass the resulting tensors to a projection head, denotg{d) aesponsible for map-
ping representations to the space where contrastive loss is applied. This projection heac
removed during inference and replaced with a linear probing layer. Despite its seeming|
counterintuitive nature, it has been theorized that this approach enhances the generalizat
of the learned embeddings, even in the absence of knowledge about the downstream t:
[18]. With the resulting projected embeddings, we calculate the NT-Xent loss [9] [21] suct
that the image encoder maps two augmentations closer in the latent space.

Our projection head consists of a multilayer perceptron (MLP) with a single hidden laye
to obtainz = g(h) = W@s (W®h,) wheres is a ReLU non-linearityz represents the
projected representation of the inpw(® 2 RM ! andw(® 2 RO H are weight matrices
associated with the hidden layer and projection layer respectively [9]. In our setting ths
input of the projection head is an embedding of dize 2048, we used a hidden layer size
of H = 2048 and a projection size &f= 2048.

Given a set Xgincluding a positive pair of examplesandxj, the contrastive prediction
task aims to identifi;"in f X.g,g; for a givenx;.

We sample a mini-batch dff samples, we augment them resulting M &ata points.
Then, given a positive pair we treat the othéN2 1) within a mini-batch as negatives
similar to Chenret al. [8]. The NT-Xent (the normalized temperature-scaled cross-entropy
loss) loss is de ned as:

exp(sim(z;2)) =)

- . )
82N 1ye i exp(sim(z;z) =t)

i;j= log

wherelg ;2 f 0; 1gis an indicator function evaluating to 1k i, sim(u;v) = u” v=kukkvk
denote the dot product betweennormalizedu andv (i.e. cosine similarity) antl denotes a
temperature parameter [9]. Further information about the image augmentations and paran
ters used can be found in experimental setup section in supplementary materials.

3.3 Multimodal Contrastive Learning

We leverage the previously pre-trained encoders and introduce a third encoder speci cal
tailored to encode tabular features. By incorporating this additional encoder, we aim t
capture the rich information embedded within the tabular data, complementing the represe
tations learned from CMRI and ECG modalities as illustrated in Figure 3.

Data augmentations:We have the paired time series daiaabular data;, and imaging
datax; that are augmented and then processed by a signal entgdeia tabular encoder
f and an image encoddy(:) to generate the embeddings for the downstream task. As
in the previous step, we take advantage of the same ECG and image augmentations. '
augment the tabular features by corrupting a certain amount of randomly selected subjec
data following [4]. We used a corruption rate of 0.3. In the corruption process, the value
of each feature is deliberately altered by sampling it with replacement from all observe
values for that particular feature within the dataset. This technique is commonly referre



Figure 3: Visualization of the multi-modal pre-training pipeline. The three modalities a
encoded taking advantage of the previous pretraining steps. The embeddings of ECG
tabular data are concatenated and optimized together. The projection head maps the
embeddings into the shared latent space where the CLIP loss is optimized.

to as sampling from the empirical marginal distribution. By introducing this corruptio
mechanism, the model is exposed to a range of possible variations in the data, enabling
learn more robust and generalized representations.

Feature encoding:Our tabular encoder is an MLP with one hidden layer of size 384 th:
generates embedding of size 384. The weights are initialized using Xavier uniform distri
tion [16]. As both the image encoder and ECG encoder, we retained the architecture f
the preceding step and utilized the pre-trained model weights. As the MAE encoder vyiels
embeddings for individual patches, we incorporated a global pooling layer to collapse
additional dimension leading to 1D embeddings. As discussed in [3], we use a joint fus
strategy to merge ECG and tabular encodings. We will refer to the concatenated embedc
of the ECG encoder and tabular encoder as signal embedding. They represent the enc
of the modalities that are cheap and easily available and that will be contrasted to the CI
modality which is expensive and more complex to acquire. We remark that only the sig
embedding will be used in the prediction of the downstream task.

Signal projection: Both signal and CMRI embeddings are given to two SimCLR pro
jection headsgys(:) andg;(:) to generate projections = gs(fs(Xs)) andz = gi(fi(x)), re-
spectively. The two projection heads have a hidden size of 256 and a nal size of 128. -
resulting projections are-normalized and mapped into a shared latent space.

CLIP loss: Furthermore, to facilitate the alignment of representations across all mod:e
ties and enhance the model's ability to learn informative features, we employ the CLIP I
function due to its effectiveness in encouraging the model to learn representations that
match input samples from different modalities [32].

We obtain one loss for each modality:

2 3
Pzt g

L9= Epoex) B, 4 log N i @)
' &jopexp £ z=t
2 3
i exp 7 zs=t
L9 = EP(Xa;Xs)Ep x 4 log S (4)
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