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Abstract

Camera calibration consists of estimating camera parameters such as the zenith van-
ishing point and horizon line. Estimating the camera parameters allows other tasks like
3D rendering, artificial reality effects, and object insertion in an image. Transformer-
based models have provided promising results; however, they lack cross-scale inter-
action. In this work, we introduce multi-Scale defOrmable transFormer for camera
calibratIon with enhanced line queries, SOFI. SOFI improves the line queries used in
CTRL-C and MSCC by using both line content and line geometric features. Moreover,
SOFI’s line queries allow transformer models to adopt the multi-scale deformable atten-
tion mechanism to promote cross-scale interaction between the feature maps produced
by the backbone. SOFI outperforms existing methods on the Google Street View, Hori-
zon Line in the Wild, and Holicity datasets while keeping a competitive inference speed.
Code is available at: https://github.com/SebastianJanampa/SOFI

1 Introduction
Camera calibration is a fundamental task in computer vision, which enables higher-level ap-
plications such as 3D scene renderization, image rectification, and metrology. Estimating
camera (intrinsic and extrinsic) parameters from a single-view image involves the develop-
ment of methods that process the image’s perspective distortions. Here, note that an example
of perspective distortion is the intersection of lines on an image plane despite being parallel
in the real world.

Traditional methods involve using known calibration patterns (e.g., chessboard images).
These methods include taking multiple pictures of the 3D environment with the calibration
pattern at different locations and angles. Then, corners are extracted from each image and
matched using a matching technique such as Random Sample Consensus (RANSAC) [5] to
compute the camera parameters. Traditional methods perform well, but require processing
images of calibrated patterns and do not allow automated calibration from a single image.

Alternatively, camera calibration can be performed based on the relationship between
camera parameters and geometric cues, such as vanishing points and horizon lines. We sum-
marize these approaches based on three main steps: line segment detection, line clustering,
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and vanishing point estimation from each cluster. Unfortunately, such methods depend on
man-made scenes (e.g., buildings). Their performance drops significantly on natural images
or images taken in the wild.

Deep learning methods rely on both geometric cues and image features. In earlier re-
search, Deepfocal [23] proposed a deep learning model to estimate the focal length of a
camera based on any image taken "in the wild". Workman et al. [24] proposed a convo-
lutional neural network (CNN) to predict the horizon line. Deepcalib [2] proposed a CCN
model to predict the intrinsic (horizon line, focal length, and distortion) camera parameters.
Hold-Geoffroy et al. proposed a model that estimates both intrinsic and extrinsic at the same
time. Authors in [10, 28] use geometric priors (lines) to improve estimation. Overall, deep
learning methods based on convolutional layers can only capture dependencies over the sup-
port of the convolution kernels. Here, we note that camera calibration requires extracting
information from different regions of the image that are not necessarily near each other.

More recently, Camera Calibration Transformer with Line-Classification (CTRL-C) [11]
and Multi-Scale Camera Calibration (MSCC) [17] introduced transformer-based [3, 20]
models that use the attention mechanism to extract long-term dependencies over the input
images. MSCC used a coarse-to-fine technique that extended CTRL-C output queries for
coarse estimation. Then, it used a second transformer model fed by a larger feature map
with twice the spatial resolution of the first map. However, the use of a larger feature map
increases inference time. At the same time, in MSCC, line geometric information is not seen
by higher layers of the decoder transformer.

We propose a new neural network approach called multi-Scale defOrmable transFormer
for camera calibratIon with enhanced line queries (SOFI). Our model uses deformable at-
tention to extract information from higher-resolution feature maps. Plus, SOFI uses line
segment geometric information as input for each encoder layer.

Our contributions are summarized as follows:

• We propose a new initialization for lines’ queries which not only improves transformer-
based models for camera calibration, but it also allows us to use the deformable atten-
tion mechanism.

• We reformulate the line classification functions. Additionally, we update the loss func-
tions’ coefficients, giving more importance to the camera parameters losses than to the
line classification losses.

• We propose a novel framework that achieves new state-of-the-art results in in- and out-
of-distribution datasets.

2 Background

2.1 Camera Calibration
Camera calibration methods are used for estimating camera parameters. Earlier methods
for camera calibration are based on the use of vanishing points (VPs) and the horizon line.
Schafalitzky and Zimmerman [15] proposed an automatic VP detection model by grouping
geometric features. Tretyak [19] presented a parsing framework to estimate VPS by geo-
metrically analyzing low-level geometric features to estimate the zenith VP and the horizon
line. However, to be effective, these approaches require images of human-made structures
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(e.g., buildings), rich in geometric content that satisfy the Manhattan or Atlanta environment
assumptions.

On the other hand, early deep learning models directly estimated the camera parameters
by extracting geometric cues using convolutional layers [23, 24]. To improve results, deep
learning models used line segments detected by LSD [21] algorithm to better understand
the scene. However, these approaches require post-processing steps and have complicated
architectures for integrating the line information into the deep learning model.

Lee et al. [11] introduced Camera calibration TRansformer with Line-Classification
(CTRL-C), the first end-to-end transformer model for camera calibration. The network used
a CNN backbone to extract image features and feed them into an encoder-decoder trans-
former model. It also utilized line information to achieve better results. Nevertheless, in
CTRL-C, the input was restricted to the lowest-resolution feature map, while higher resolu-
tion feature maps were ignored. Song et al. [17] observed that low-resolution (high-level)
feature maps contain global information about an image, while higher-resolution (low-level)
features capture image details. The authors [17] propose MSCC, a multi-scale transformer
model for camera calibration. MSCC uses higher-level feature maps to retrieve informa-
tion about image structures and low-level feature maps to get finer details about vanishing
points and horizon lines. Despite achieving new state-of-the-art (SOTA) results, standard
transformers models are not time-efficient for processing low-level features because of high
complexity associated with the encoder stage.

2.2 DETR-based methods
Since Carion et al. introduced DEtection TRansformer (DETR), many methods have been
proposed to improve the DETR (e.g., see [16]). In this section, we provide a short description
of the DETR model and how it is used in CTRL-C [11] and MSCC [17]. Then, we describe
the deformable attention mechanism proposed in deformable DETR [30]. We end the section
by discussing about the query formulation used in end-to-end transformer models.

2.2.1 Encoder in Detection Transformer for Camera Calibration

DEtection TRansformer [3] is the first end-to-end transformer model that discards post-
processing steps. It consists of a backbone, an encoder and a decoder. The backbone pro-
duces a set of feature maps where only the highest-level feature map goes to the encoder
for feature enhancing. This feature encoding consists on intra-scale processing using an
attention mechanism [20] defined as:

Attn = Softmax(
QKT
√

d
)V (1)

where Q, K, and V represent the queries, keys, and values, respectively. For the encoder part,
we have that Q = K =V = f ∈R(HW)×d where f is the given feature map of height H, width
W , and number of channels d.

CTRL-C [11] and MSCC [17] follows the previously described feature map enhanc-
ing method. The difference between the two models is that CTRL-C applies it to only the
highest-level feature map, and MSCC to the two highest-level feature maps using a different
encoder for each feature map. Then, each enhanced feature map is passed to a decoder to
estimate the camera parameters.
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In the encoder, CTRL-C estimates the camera parameters using a global feature map.
Although the pixels of the feature map are rich in information, the spatial size is too small.
On the other hand, MSCC uses CTRL-C output queries as pre-initilized queries to process
them using a second decoder block with the second highest-level feature map. However, the
global information is lost through each layer of the second decoder block. We solve this
issue by using the deformable attention mechanism to promote cross-scale processing while
keep a good complexity time for the encoder block.

2.2.2 Deformable Attention Mechanism

The deformable attention mechanism is proposed in DeformableDETR [30] to allow DETR
to use high-resolution feature maps without compromising inference time. The idea consists
on compute K sampling points as well as an attention matrix from the feature map for each
query q ∈Q such as K≪HW , reducing the complexity time from O(H2W 2d) to O(KHWd)1.
For a single-head deformable attention mechanism, the equation is

DeformAttn(zq, pq,x) =
K

∑
k=1

Aqk ⋅x(pq+∆pqk) (2)

where k indexes the sampling keys. The kth sampling key is computed as pq+∆pqk where
∆pqk is the sampling offset and pq is the 2d-reference point for query q. Aqk is the kth row of
the attention weight Aq ∈RK×d . The weights of Aqk satisfy ∑K

k=1 Aqk = 1.
In addition to the time complexity reduction, DeformAttn has a variation MSDeformAttn,

where MS stands for Multi-Scale, that promotes cross-scale interaction. Similar to DeformAttn,
given a set of L feature maps {xl}L

l=1, MSDeformAttn samples K sampling point for each xl .
The mathematical representation for a single-head multi-scale deformable attention is

L

∑
l=1

K

∑
k=1

Alqk ⋅x
l
(φl( p̂q)+∆plqk) (3)

where xl ∈ RHl×Wl×d . p̂q is the normalized 2d coordinates whose values lie in the range of
[0,1], and that is re-scaled to dimensions of the feature map of the lth level by the function
φl . Like eq. (2), the attention weight Alqk satisfies ∑L

l=1∑
K
k=1 Alqk = 1.

For the encoder, a query q corresponds to a pixel in xl meaning that the pixel will interact
with K points from xl (intra-scale interaction), and K points from the each of the remain-
ing (L− 1) feature maps (cross-scale interaction). This allows the propagation of global
information to low-level feature maps.

2.2.3 Queries in Decoder Transformers

In this section, we summarize prior related research on modifying the query inputs for
DETR-based models. DETR [3] uses learnable vectors to provide positional constraints.
However, this works assuming that the learnable vectors contain coordinate information.
Dynamic Anchor Boxes (DAB)-DETR [13] and Anchor-DETR [22] proposed anchor boxes
and points to extract positional information and improve decoder performance.

In CTRL-C [11] and MSCC [17], line content queries were initialized with the line ge-
ometric information, while the positional queries were initialized with zero vectors. The

1Refer to [30] for the full derivations of the time complexities.
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Figure 1: Model overview. Our proposed network uses ResNet50 [6] as backbone to extract
feature maps from stage 2 and 3 which are then fed to the deformable transformer encoder.

approaches share the first decoder layer as done in the vanilla DETR [3] model. Unfortu-
nately, in CTRL-C and MSCC, line geometric information is lost through each layer because
the positional query is zero. Also, their use of positional queries with zero vectors makes
it impossible to use a deformable attention mechanism that requires the use of positional
queries to extract reference points.

3 Methodology

3.1 Model Overview

We present the SOFI architecture in Fig. 1. The input image is processed using ResNet50
[6] to generate multi-scale feature maps, which are then used as encoder input and to prepare
the line content queries. The encoder enhances the backbone feature maps and passes them
to the decoder. The decoder outputs are processed using Feed-Forward Networks (FFNs),
which produce estimates of the camera parameters (see top-right of the figure) and estimate
the line segment in the image (see bottom-right of the figure).

In what follows, we provide a detailed explanation of our modified line queries and the
line classification method. Our deformable encoder-decoer transformer network is adopted
from Deformable DETR [30]. For our SOFI network, we use 32 sampling offsets in the
deformable encoder, and 8 sampling offsets in the deformable decoder (see section 4.1 from
[30] for information about the deformable attention mechanism and the sampling offsets)

3.1.1 Line Queries Module

Our Queries consist of content-based components qcon and position-based components qpos.
We follow the same procedure for position queries as in [11, 17]. Given the two endpoints

of a line, we compute the homogeneous line representation l = [a,b,c] where c is the line
offset and a/b is the line slope. We also remove directional ambiguities (l and −l represents
the same line) using s = [a2,ab,b2,bc,ac,c2].
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Next, we define our line position-based component using: qpos = FCL(s) where FCL is
a fully-connected layer that maps s to a d−dimensionl vector, where d represents the input
size of the decoder.

Similarly, we define our content queries using qcon = FCL(LS(p, F)) where p represents
the lines’ endpoints, F represents the chosen feature maps, and LS (for line sampling) gen-
erates N = 16 uniformly sampled points between the endpoints.

3.1.2 Line Classification

We classify each detected line segment into either (i) horizontal line, (ii) vertical line, or
(iii) other. In addition, for horizontal and vertical line classifications, we compute a con-
fidence score that reflects the importance of using the detected line for camera calibration.
We describe how to setup the classification loss and confidence loss functions in the section
3.2. Here, we describe our line classifier and the regression model used for estimating the
confidence level.

We use a fully-connected layer followed by a sigmoid activation function for implement-
ing line classification. The classifier input comes from the output of the deformable decoder.
More precisely, our classifier is given by Fclass ∶RN×d →RN×3 where N = 512 represents the
number of detected lines and d = 256 represents the dimension of the decoder vector output
for each line.

Similarly, we use a fully-connected layer followed by sigmoid activation function for
estimating the confidence score. Thus, our regression network is Fscore ∶ RN×d → RN×1.
Here, we have the same input as for line classification. The output represents the confidence
score for each one of our N lines.

3.2 Loss function

As shown in Fig. 1, we need to design loss functions for each output. We use: cosine distance
for Zenith VP, and L1 loss for Horizon Line and field of view (FoV) (see the Supplementary
Material). We use the focal loss for the estimated classification probability of each class and
the estimated confidence level as given by [12]:

FL(q) = −
1
N

N

∑
i=0
(α1(1−q(i))γ logq(i)+α2(q(i))γ log(1−q(i))), (4)

where q is the confidence score or the classification probability, α1 and α2 are the weighted
coefficients that are determined by distances to the vanishing points as given in section 3.5
of [11], and γ = 2.

Our overall loss L is defined using:

L = 5Lzvp+5Lhl +5LFoV +Lscore+Lclass (5)

where the Lzvp, Lhl and LFoV define the loss functions of the camera parameters, while
Lclass and Lscore are the loss functions for the confidence and the line class probability that
use Eq. (4). Here, we place more importance to estimating camera parameters than line
classification.
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Model Up (○) ↓ Pitch (○) ↓ Roll (○) ↓ FoV (○) ↓

Mean Med. Mean Med. Mean Med. Mean Med.

Google Street View [1]

Upright [9] 3.05 1.92 2.90 1.80 6.19 0.43 9.47 4.42
DeepHorizon [24] 3.58 3.01 2.76 2.12 1.78 1.67 - -
Perceptual [8] 2.73 2.13 2.39 1.78 0.96 0.66 4.61 3.89
UprightNet [25] 28.20 26.10 26.56 24.56 6.22 4.33 - -
GPNet [10] 2.12 1.61 1.92 1.38 0.75 0.47 3.59 2.72
CTRL-C[11] 1.71 1.43 1.52 1.20 0.57 0.46 3.38 2.64
MSCC [17] 1.75 1.42 1.56 1.24 0.58 0.46 3.04 2.29
SOFI (ours) 1.64 1.44 1.51 1.28 0.54 0.43 3.09 2.79

Holicity [29]

DeepHorizon* [24] 7.82 3.99 6.10 2.73 3.97 2.67 - -
Perceptual* [8] 7.37 3.29 6.32 2.86 3.10 1.82 - -
GPNet* [10] 4.17 1.73 1.46 0.74 1.36 0.95 - -
CTRL-C [11] 2.66 2.19 2.26 1.78 1.09 0.77 12.41 11.59
MSCC [17] 2.28 1.88 1.87 1.43 1.08 0.81 13.60 12.20
SOFI (ours) 2.23 1.82 1.75 1.31 1.16 0.85 11.47 11.25

Table 1: Results of camera calibration parameters on testing datasets. The ∗ is used to mark
models that were trained using the SUN360 [26] dataset.

4 Results

4.1 Dataset

Google Street View: In our experiments, we train all models with 12679 images from the
Google Street View dataset [1]. The dataset consists of images of streets, buildings and
landmarks that satisfy the Manhattan World assumption (three orthogonal vanishing points).
Additionally, this dataset contains 535 images for validation, and 1333 for testing.
Horizon Line in the Wild: Horizon Line in the Wild (HLW) dataset [24] only provides
ground-truth for the horizon lines. We use 2019 images from this dataset to test horizon line
detection in unseen data. Here, by unseen data, we refer to the fact that none of the models
are trained on this dataset.
Holicity: We test SOFI on the holicity dataset [29] to estimate all camera parameters. The
dataset consists of 2024 images. No model is trained on this dataset.

4.2 Implementation Details

We train all the models using a single Nvidia RTX A5500 GPU for 30 epochs. For SOFI ,
we use a learning rate of 2×10−4 for the first 20 epochs. For the last 10 epochs, we set the
learning rate to 2×10−5. We use AdamW for optimization with weight decay of 10−4.

We train MSCC using the recipe from LETR [27] due to the lack of training information
in the original paper. First, we train the coarse stage for 30 epochs. Second, we train the
coarse and fine stages for another 30 epochs. For MSCC and CTRL-C, we use a learning of
10−4, and we decrease the value to 10−5 at epoch 21.
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Model Google Street View [1] Horizon Line in the Wild [24] Holicity [29]

@ 0.10 @ 0.15 @ 0.25 @ 0.10 @ 0.15 @ 0.25 @ 0.10 @ 0.15 @ 0.25

DeepHorizon* [24] - - 74.25 - - 45.63 - - 70.13
Perceptual* [8] - - 80.40 - - 38.29 - - 70.80
GPNet* [10] - - 83.12 - - 48.90 - - 81.72
CTRL-C 69.49 78.92 87.16 24.04 33.56 46.37 38.84 55.13 72.31
MSCC 70.39 79.59 87.63 24.85 34.44 47.28 49.71 63.60 77.43
SOFI (ours) 70.32 79.84 87.87 27.93 37.55 49.69 59.83 72.05 82.96

Table 2: AUC percentages (out of 100%) for horizon line errors on testing datasets. The ∗ is
used to mark models that were trained using the SUN360 [26] dataset. @ 0.10, @ 0.20, and
@ 0.25 refer to the area under the curve from zero to Error=0.10, 0.20, and 0.25 as shown in
Fig. 3.

Model Google Street View [1] Horizon Line in the Wild [24] Holicity [29]

CTRL-C [11] 22.6 19.0 25.9
MSCC [11] 18.0 13.2 18.4
SOFI (ours) 21.6 17.4 23.6

Table 3: Inference speed comparisons for transformers-based models with batch size of
1. Results are shown in terms of frames per second. Refer to section 4.2 for hardware
description.

4.3 Comparisons

We compare SOFI against Upright [9], DeepHorizon [24], UprightNet [25], GPNet [10],
CTRL-C[11], and MSCC [17]. DeepHorizon, Perceptual, and GPTNet were trained on the
SUN360 [26] dataset, which is no longer available (due to license issues) for the Holicity
dataset. For evaluation metrics, we use the up-vector, two angles of the rotation matrix
(pitch and roll), the field of view (FoV), and the area under the curve (AUC) percentage
error for the horizon line. For all the experiments, we consider a camera model with no skew
(square pixels), and yaw = 0 [7, 11, 17] (the third angle in the camera rotation matrix). For
information about the estimation of the up vector, the roll, and pitch using the zenith VP and
the FoV, see section 3.1 in [17]

We provide comparative results for the camera parameters and the horizon line in Table
1 and Table 2, respectively. SOFI provides the best results on the Google Street View dataset
but for a small margin of difference. We believe this happens because the dataset is too
relatively easy to learn or the training and testing sets are very similar. On the other hand,
SOFI increases the margin of difference for out-of-distribution datasets (Holicity and HWL
datasets. We find the most significant improvement is in the horizon line detection, where
there is an improvement of 5 points with respect to MSCC, as shown in Tab. 2 and Fig. 3.
We want to clarify that the FoV error for the Holicity dataset is large because the sampling
range of this dataset is bigger than the one in the training dataset.

We provide horizon line estimation examples for transformer-based models in Fig. 2. We
note that SOFI provides consistently accurate estimates in all of the examples. In contrast,
we can see that CTRL-C and MSCC can be very inaccurate for the unseen datasets of the
bottom two rows.

We present inference speed results in table 3. Despite the fact that SOFI uses multiple
feature maps, at higher resolutions than MSCC and CTRL-C, our inference speed remains
very competitive. SOFI runs faster than MSCC. SOFI performs nearly as fast as CTRL-C
which only uses a single low-resolution feature map.
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Ground Truth CTRL-C [11] MSCC [17] SOFI (Ours)

Figure 2: Examples of horizon line estimation on the Google Street View [1] test set (top
row), the Horizon Line in the Wild [24] test set (middle row), and the Holicity [29] test set
(bottom row).

Horizon line in the Wild Holicity

Figure 3: Cumulative distribution error for the horizon line on Horizon Line in the Wild [24]
and Holicity test set [29].

4.4 Ablation Study
We estimate the camera parameters using the original Deformable DETR (with four feature
maps) [30] as a baseline. We modify it to use only the line geometry information to evaluate
against CTRL-C [11]. As shown in Tab. 4, Deformable-DETR beats CTRL-C in the Google
Street View dataset, but it does not on the Holicity dataset. This performance occurs because
of the line query formulation CTRL-C has, which does not allow the estimation of proper
sampling points. We refer the reader to the supplementary material for more information
about this problem. There, we conducted experiments using only CTRL-C to validate the
importance of choosing good coefficients for each loss and our new line queries that use
geometric and content information.
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Model Up (○) ↓ Pitch (○) ↓ Roll (○) ↓ FoV (○) ↓ AUC (%) ↑ FPS ↑
Google Street View [1]

CTRL-C [11] 1.71 1.52 0.57 3.38 87.16 22.6
Deformable-DETR 1.68 1.51 0.54 3.13 87.57 19.6
SOFI∗† 1.69 1.49 0.61 3.03 87.48 22.1
SOFI† 1.66 1.49 0.55 3.11 87.10 21.4
SOFI 1.64 1.51 0.54 3.09 87.87 21.6
SOFI-B 1.58 1.47 0.59 2.94 89.12 18.2

Holicity [29]

CTRL-C [11] 2.66 2.26 1.09 12.41 72.31 25.9
Deformable-DETR 2.78 2.45 1.03 10.93 71.56 21.0
SOFI∗† 2.52 2.14 1.07 12.02 83.18 25.2
SOFI† 2.27 1.81 1.22 12.53 79.82 23.1
SOFI 2.23 1.75 1.16 11.47 82.96 23.6
SOFI-B 2.15 1.70 1.12 11.22 83.21 18.9

Table 4: Ablation study. ∗ means the model uses the last two feature maps from the back-
bone. †: means the mode uses the same line classification method as in [11]. SOFI-B uses
the last three feature maps. All SOFI variations were trained with 32 and 8 sampling offsets
for the encoder and decoder, respectively.

We create SOFI∗† to improve the speed and precision. SOFI∗† uses the last two feature
maps and incorporates the line content information. These modifications not only improved
the speed but also improved the metrics, beating CTRL-C on both datasets. Then, we replace
the highest-level feature with the third highest-level one. The results are shown in SOFI†.
Next, we replace the line classification proposed in [11] with ours described in sec. 3.1.2.
The results in SOFI prove that our line classification module helps the model to extract richer
information about line content.

We also create SOFI-Big (SOFI-B), a modified SOFI network that uses the last three
feature maps. As expected, using more feature maps results in better camera parameter esti-
mations, as reflected in the reduced errors for FoV and AUC for the horizon line. Although
the significant increment in the FPS for minor accuracy improvements makes SOFI-B un-
suitable for applications, it opens new borders to investigate faster cross-scale interaction
methods.

5 Conclusions
We present a new model that uses deformable attention to produce new SOTA results while
operating at competitive inference speed. Our model also introduces a new line query ap-
proach that provides better camera calibration estimates than what can be achieved with
DETR architectures. Our experiments document significant performance improvements in
unseen datasets (Holicity and Horizon line in the Wild datasets).

In future work, we will consider a deeper study of the encoder because of its important
role in feature maps enhancing. An important observation from this work is that increasing
the number of sampling points in the deformable encoder produces better feature maps.
We will consider increasing the number of points without compromising speed. Another
direction is to explore different cross-scale interaction mechanism that lead to an acceptable
time complexity.
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