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1 Additional Ablation Study

Character identity tensor dimension ablation. Table | presents the performance when
selecting 3, 11, 12, and 64 channel dimensions for the character identity tensor. It can
be observed that the performance is better at 11 and 12 dimensions. Notably, semantic
label maps, when encoded as one-hot, has exactly 11 dimensions. Hence, we think that the
character identity tensor not only guides the generator in generating specific characters but
also supplements the feature information needed to generate the character to some extent.
When the dimension is small, such as 3 dimensions, the feature information content within
the identity tensor is insufficient. Conversely, when the identity tensor dimension is large,
such as 64 dimensions, it tends to interfere with the generator’s recognition of semantic
label map. Therefore, we conclude that selecting the identity tensor dimension comparable
to that of the semantic label map is a better choice, as it appropriately supplements feature
information without interfering with the generator’s label map recognition.

Conditional noise types ablation. We experimented with both conditional noise and un-
conditional noise (adding noise without distinguishing character identity, similar to StyleGAN|2,
3]). As shown in Table 2, the performance is better when using conditional noise, indicating
that conditional noise can better fit the feature distribution of the generated images.

Edge label type ablation. We investigated two different edge labeling strategies: anno-
tating only the character’s hair, and annotating the entire character excluding the background.
As shown in Table 3, annotating only the character’s hair outperforms on all metrics. The
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Dataset Quintuplets Zero Two

Dim FID| | KIDx100] | LPIPS| | FID| | KIDx100, | LPIPS]
3 74.01 1.37 0.361 82.76 1.21 0.363
11 68.38 0.97 0.358 | 82.56 1.27 0.363
12 69.06 0.99 0.362 | 82.11 1.23 0.360
64 71.11 1.00 0.363 82.21 1.20 0.365

Table 1: Quantitative results of using character identity tensors with different channel di-
mensions as generator inputs.

Dataset Quintuplets Zero Two

Noise type FID| \ KIDx100] \ LPIPS| | FID] \ KIDx100 \ LPIPS|
Condition 67.85 0.75 0.359 82.26 1.40 0.362
Non-condition | 69.02 1.02 0.361 82.38 1.18 0.368

Table 2: Quantitative results when adding different types of noise to the generator.

Dataset Quintuplets Zero Two

Edge label type | FID] | KIDx100, | LPIPS| | FID| | KIDx100] | LPIPS]
Only hair 67.91 0.82 0.359 | 80.15 1.09 0.363
Whole character | 68.41 1.05 0.360 | 83.95 1.33 0.373

Table 3: Quantitative results of using two different annotation methods as edge label maps.

(c)Attention supervision

Figure 1: Three different discriminator structures.
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Dataset Quintuplets Zero Two
Discriminator structure | FID] \ KIDx100] \ LPIPS| | FID| \ KIDx100] \ LPIPS|
None deep 67.91 0.82 0.359 80.15 1.09 0.359
Deep 73.31 1.62 0.358 85.02 1.45 0.360
Attention 71.37 1.12 0.359 87.45 1.55 0.362

Table 4: Qualitative results of training generator using three different discriminator struc-
tures.

Dataset Quintuplets Zero Two

o FID| | KIDx100] [ LPIPS| | FID| [ KIDx100] | LPIPS|
0.1 70.03 0.98 0.360 84.83 1.43 0.364
0.3 67.91 0.82 0.359 80.15 1.09 0.359
0.5 69.45 0.81 0.361 80.18 0.95 0.365
1.0 70.50 1.11 0.357 80.92 1.11 0.364

Table 5: Qualitative results of the impact of different values of o used for edge detection on
the quality of generated images.

reason for our analysis is that using hair as the edge detection target helps the discrimina-
tor pay more attention to the hair texture of the image. Conversely, for regions such as the
character’s face, eyes, and eyebrows, the semantic boundaries in the semantic label map al-
ready provide sufficient boundary information. Therefore, additional edge detection in these
regions is redundant.

Discriminator structure ablation. As shown in Figure 1, we used three different dis-
criminator structures to train our generator: (a) None deep supervision, corresponding to
the Unet[4] architecture, where the discriminator only uses the final layer for prediction; (b)
Deep supervision, similar to HED[5], where predictions are made at each layer of the de-
coder; and (c) Attention supervision, similar to the HED-Unet[1], where an attention mecha-
nism is used to merge predictions from each layer. Table 4 shows that (a)None deep supervi-
sion performs better. We attribute this to the fact that, compared to real-humans images, the
texture composition of anime characters is simpler. This simplicity facilitates segmentation
and edge detection. In contrast, using more complex discriminator structures tends to cause
overfitting and instability during training.

Binary cross entropy loss coefficient ablation. To investigate the impact of the binary
cross-entropy loss coefficient o used for edge detection on the quality of generated images,
we conducted experiments with values of 0.1, 0.3, 0.5, and 1.0. Table 5 demonstrates that
when a=0.3, the performance is optimal in terms of FID and LPIPS metrics, while o=0.5
yields the best results for KID. We analyze that when ¢ is small, such as 0.1, the optimization
effect on texture is not significant, whereas when o is large, such as 1.0, it tends to interfere
with the discriminator’s recognition of semantics, especially in the early stages of training.
Therefore, 0.3 is more appropriate.
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2 Additional Results

In Figures 2 and 3, we present additional synthesis results of our method on the Quintuplets
and Zero Two datasets, and compare them with results from other methods. Overall, our
method generates images that are closer to ground truth, with higher visual quality in terms
of character clothing, background, and hair.

Figure 4 shows additional results of our method generating different characters by chang-
ing the character identity tensor while using the same semantic label map, and generating
same characters by using the same character identity tensor while using different semantic
label map.
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Lable * Ground Truth Pix2PixHD ~ SPADE CC-FPSE

Figure 2: Comparison between our method and other methods on the Quintuplets and Zero
Two dataset.
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Figure 3: Comparison between our method and other methods on the Quintuplets and Zero
Two dataset, especially hair textures.




ZHU ET AL.: SEMANTIC IMAGE SYNTHESIS OF ANIME CHARACTERS BASED ON CGAN17

: i’ N 14
M .‘/',J:L J | J":}. N
! @b\‘;'% .‘!

|
1))

(|

Figure 4: The same semantic label map is used to generate different character images and
the different character images are generated in the same semantic label map by character
identity tensors. The upper left corner of the semantic label map is Ground Truth.



