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3D LiDAR object detector plays an important role in autonomous driving, it identifies 
object information within a 3D road scene represented. Although discrete LiDAR 
points reflect accurate spatial positioning of surrounding driving scenes, they are 
insufficient to fully describe traffic objects due to data sparsity, particularly at far 
distances. Moreover, the LiDAR sensor captures partial view information of a scene 
from a single-frame perspective, leading to incomplete information collection of the 
visible objects. These inherent limitations of LiDAR result in inconsistent point 
distribution for the same object across a driving sequence. Hence, a dynamic object 
may be represented with varying densities of point clouds in different frames, which 
intro duces ambiguity in accurately determining the true shape for a 3D detector.

BACKGROUND MOTIVATION

CONCLUSION
Addressing the challenge of detecting sparse and occluded long-range LiDAR point clouds, we introduce LiSTM, a motion-based spatial-temporal fusion 3D point cloud detector. It 
leverages well-designed motion features and motion-guided feature fusion to enhance detection performance on Waymo and nuScenes datasets. In future work, we will focus on 
developing an end-to-end motion generator and exploring sparse feature representations.

RESULTS

Figure 2: Overview of  proposed framework LiSTM
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Figure 1: Different from the global bird’s eye view (BEV) Neighbor Feature Fusion Method (a) and 
Trajectory-based Method (b), our proposed LiSTM count for the role of the future states

• The first module employs a single-stage detector 
combined with tracking prediction to produce trajectories 
and then enhances the spatial representation with a 
Motion-Guided Feature Aggregation Module. 

• The second module is used for cross-frame feature 
extraction by the proposed Dual Correlation Weighting 
Module and Motion Transformer.

Motion-Guided Feature Aggregation

Figure 3: Motion Guided Feature Aggregation.

• Motion-Guided Feature Aggregation (MGFA) is proposed 
to utilize the object trajectory from previous and future 
motion states to model spatial-temporal correlations into 
gaussian heatmap over a driving sequence. This motion-
based heatmap then guides the temporal feature fusion, 
enriching the proposed object features.

Dual Correlation Weighting Module

• This motion-based heatmap then guides the temporal feature 
fusion, enriching the proposed object features. Moreover, we 
design a Dual Correlation Weighting Module (DCWM) that 
effectively facilitates the interaction be tween past and prospective 
frames through scene- and channel-wise feature abstraction.

• In the end, a cascade cross-attention-based decoder is employed 
to refine the 3D prediction.

Figure 4: Dual Correlation Weighting Module.

Qualitative Comparisons

• LiSTM achieves an impressive improvement of over 8% 
compared to single-stage models like CenterPoint [1], while 
also outperforming two-stage models such as PVRCNN[2]

• When com pared to two-stage models MPPNet [3] and MSF 
[4], LiSTM demonstrates clear advance ments in vehicle and 
cyclist detection which is attributed to motion-based feature 
integration.

• On the nuScenes dataset, LiSTM outperforms the 
benchmarks, improving NDS and mAP by 2-3% compared to 
CenterPoint [1]. Meanwhile, LiSTM  boost in ATE and ASE

Computational Efficiency

• Despite LiSTM having significantly larger model parameters, 
its actual FPS is comparable to that of CenterPoint [1].

• Moreover, LiSTM demonstrates a nearly 50% speed 
improvement over PV-RCNN[2] while consuming less 
memory and operating more efficiently than MSF [4].

Long Distance Perception

• The LiSTM architecture leverages continuous 
frames and motion priors to enhance 
performance, particularly for long-range 
detection. 

• In our evaluation with the Waymo dataset, we 
use three distance thresholds to metric.

•  Results show that LiSTM outperforms the 
baseline by an average of 5 points in the 25m to 
75m range. 

• Even beyond this range, where the point cloud 
is mostly filtered out, LiSTM metrics remain 
somewhat elevated compared to the baseline.

Qualitative Visualization

• we compare the baseline with our module. LiSTM demonstrates 
superior capability, particularly highlighted by the pink arrows, in 
detecting cases that CenterPoint fails to identify due to distance 
and occlusion challenges. 

• Additionally, LiSTM offers an increased number of positive 
samples with no annotations, as indicated by the yellow arrows.

Feature Fusion Strategies
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