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Abstract

The task of group activity recognition is to detect the group behavior performed by
a group of people, and detecting the key actors and key frames is particularly important
for judging group activity. Therefore, we propose a key instances based spatio-temporal
reasoning model. The proposed key instance identification module can identify key roles
and key frames from video sequences, and dynamically aggregate the features of related
actors through a graph relationship reasoning model. Joint features and RGB features
are extracted from the video sequence, and the two are fused through the proposed multi-
modal fusion TCT module, which enhances the expressive ability of the original features.
In order to infer group activity through spatio-temporal correlation, the improved cross-
transformer module is further used to perform spatio-temporal synchronic reasoning on
group activity from two dimensions: time and space. Experimental results demonstrate
that our proposed method achieves high accuracy on two public general data sets, and
outperforms most of state-of-the-art methods.

1 Introduction

The group activity recognition process includes object detection and object tracking, and
uses the obtained tracking sequence to identify individual actions, and then uses individual
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Figure 1: Our method detects the key instances which are denoted by red stars in the video.
We build a relation reasoning graph to explicitly model the group activity.

characteristics and interactive information to reason about group activity [6]. The most crit-
ical task is how to design an ingenious reasoning module to analyze and obtain the group
activity representation of video clips.

Group activity recognition problems often involve only a few key actors who dominate or
determine the entire behavioral event [24, 35]. Not all actors contribute to event categories,
there are some key actors that contribute more. In this work, we designed a spatio-temporal
key instance recognition module to identify key frames in the time dimension and key actors
in the spatial dimension. In order to calculate the group relevance score, the global group
features need to be obtained. Direct pooling operations on individual features, especially
average pooling or max pooling, tend to erase important spatial layout and contextual infor-
mation in the image. In fact, the object position information and background information in
the scene play an important role in identifying group activity [30]. For example, some scene
information in the basketball dataset such as the position of the ball, basket, three-point line,
and even background information are all important in recognizing group activity. Adding
global scene features should be able to reflect the complex structure of the entire scene and
introduce object features related to group activity. At the same time, adding global scene fea-
tures can help improve the generalization ability of the model. By taking into account both
global context and local details, the model can better adapt to changes in different scenarios,
and can make reasonable judgments and predictions even when faced with unseen scenes.

Fusing joint features and RGB features can achieve complementary advantages [21]. It
can not only use joint information to accurately capture the core features of actor actions,
but also use RGB image information to supplement scene context and visual details. In this
study, we design a TCT multi-modal fusion module to fuse joint features and RGB features.
Combining the two features can increase the representation ability of the model, allowing
the system to maintain good recognition results when faced with complex situations such as
changes in lighting conditions, occlusions, and perspective changes.

The spatio-temporal features of group activity are complexly coupled. Sometimes the
spatial apparent features contribute more to group activity, and sometimes the dynamic
change features are more critical and accounting for more. To overcome the above chal-
lenge, we improve the spatio-temporal cross-transformer [17] to analyze and process the
temporal and spatial features of group activity at the same time. In summary, our contribu-
tions include:
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• We propose a spatio-temporal key instance identification module to identify key frames
in the time dimension and key roles in the space dimension. Then graph relationship
reasoning module is proposed to model the relationships between individuals.

• We improved the spatio-temporal cross-transformer to enhance the spatio-temporal
expression ability of group features. And propose a multi-modal fusion module TCT
to effectively fuse multi-modal features.

2 Related work
Individual Action Recognition. In individual action recognition, the majority of the net-
works utilize the CNN architechtures due to its effectiveness to extract meaningful RGB
features. These architechtures can be divided into two categories: 2D CNN and 3D CNN
networks. 2D CNNs can avoid huge computation cost. Lin et al. [19] proposed the temporal
shift module to achieve temporal modeling. Simonyan et al. [28] proposed a two-stream
CNN architechture for RGB and optical input. The above methods are more efficient com-
pared to 3D CNN but cannot infer complicated temporal relationships. 3D convolutional
neural networks can jointly learn spatio-temporal features. Tran et al. [32] introduced a
3D Convolutional Neural Network (CNN) derived from VGG architectures, called C3D,
which is designed to extract spatio-temporal characteristics from videos. Carreira and Zis-
serman [3] expanded all 2D convolutional filters within an Inception-V1 model [29] into 3D
convolutions. However, 3D CNNs are computationally intensive, which poses challenges for
deployment.

Graph Neural Network. Graph neural network (GNN) has emerged as a popular technique
due to their ability to extract information from graph-structured data, and are recently widely
employed. For instance, graph convolutional network(GCN) [16] extends the traditional
convolution operation from images to graph based data. Recurrent graph network [18, 25]
employs a recurrent operation to model unseen graph patterns using spatio-temporal struc-
tural data. However, operations on graph data only process a local neighborhood, which can
not capture long-term relations.

Group Activity Recognition. The current mainstream methods for group activity recogni-
tion tasks include RNN [2, 23, 38], attention mechanism [6, 21, 35], GNN [22, 33, 34, 36,
37], and Transformer [8, 9, 17, 31, 39]. These methods are not completely independent. For
example, the attention mechanism can be effectively embedded into RNN or GNN. There
are also traditional methods for group activity recognition, that is, manual feature meth-
ods [13], such as motion boundary histogram (MBH), histogram of gradients (HOG), and
using Markov random fields to analyze the relationship between objects. However, hand-
generated low-level features cannot represent complex group activities.

Most models proposed in academic papers are basically two-stage models [15].Wu et
al. [33] models the relationship between people by constructing an actor relationship graph
ARG, and continuously optimizes the graph adjacency matrix through graph convolution.
SACRF [21] combines the traditional conditional random field method with the graph-based
attention mechanism. It includes spatial attention and attempts to divide the entire graph
into subgraphs of different sizes. Mahsa et al. [6] uses a graph attention network to encode
relationship information between nodes. HiGCIN [36] proposes a universal cross inference
block (CIB) based on graph structure to utilize the spatiotemporal dependencies hidden be-
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Figure 2: Key instances based spatio-temporal reasoning model. The model includes three
submodules: key instance identification, TCT multi-modal fusion and spatio-temporal cross-
transformer.

tween feature nodes, greatly reducing the computational complexity. DIN [37] proposes an
adaptive dynamic graph reasoning network based on deformable convolution, which can es-
tablish adaptive graph structures more effectively. However, their methods can not identify
key instances in the group activity and neglect the importance of scene information.

3 Proposed method
In this work, we propose a novel key instances based spatio-temporal reasoning network
for group activity recognition. Fig.2 presents an overview of our network. We first use
ResNet [10] to extract RGB features from image sequences and use Alpha Pose [7] to extract
joint positions of detected individuals. At the first stage, key instance recognition module
is proposed to indentify the key actors and key frames, then GCN is used to aggregate in-
formation between local neighbors. At the second stage, we use TCT multi-modal fusion
module to fuse RGB features and pose features. And then spatio-temporal cross transformer
is introduced to model long-term spatio-temporal relations. Due to space constraints, Graph
relationship reasoning module and TCT multi-modal fusion module will be supplied as sup-
plementary material. Next we demonstrate how we design the key instances recognition
module.

3.1 Spatio-temporal Key Instance Recognition Module
The overall key instance identification module is shown in Fig.3. First, a global feature
extractor is used to extract global scene information, and then the scene group features are
obtained by concatenating it with the pooled features of the individual feature extracted from
the backbone network in the channel dimension. Then, the spatio-temporal group attention
mechanism is used to identify key roles and key frames based on the previously obtained
group features of the scene. Afterwards, the graph relationship reasoning module is used
to reason about the key roles in the spatial dimension. The inference output is residually
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Figure 3: Key instance recognition module. We use temporal and spatial self-attention to
obtain group relevance scores.

connected to the individual features extracted from the backbone network to avoid the loss
of feature information caused by the graph relationship reasoning module.

In the group attention module as depicted in Fig.3, this study performs average pooling
on individual features Xind ∈ RT×N×C obtained from the backbone network, followed by
element-wise addition with scene tokens acquired from global feature extractor [26] to obtain
scene collective feature Xc as shown in Eq.(1). Spatial average pooling is performed to obtain
spatial scene group features, while average pooling in both time and space dimensions is
conducted to derive video scene group features. The subsequent computation methods for
these two distinct types of pooling are similar.

Xc = Xscene + avg(Xind) (1)

In group activity recognition, some people who have sudden and drastic changes in
movement are often more semantically related to group activity. For example, people who
suddenly spike the ball determine the overall group activity category. It is hypothesized that
if a person’s corresponding group attention score is larger, then the individual action will be
more relevant to the group activity, and vice versa. First, the DBSCAN clustering algorithm
[27] is used to divide the people in the scene into multiple groups, and spatio-temporal group
attention is applied to each group to generate the respective group attention weights. Finally,
group attention weights are used to enhance key features and suppress features that have a
negative impact on group activity analysis. The spatio-temporal group attention module is
shown in Fig.3. Assume that there are a total of N individuals in the scene, and these individ-
uals can be divided into G groups through the clustering algorithm. Optimized features are
derived through learning group relevance scores αk

t . These coefficients indicate the degree
of correlation between an individual and the group activity:

α
k
t =

exp(ek
t )

∑
Ei
j=Si

exp(e j
t )

(2)

ek
t = Relu(Wx̂ex̂k

t +W f ex̂tc +be) (3)

where k is the index of actor, Wx̂e and Wf e are weight matrices, be is the bias vector. x̂tc is
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Figure 4: Spatio-temporal cross module. It can infer complex spatio-temporal relationship.

the previously obtained global scene feature of frame t.The group attention scores αk
t which

forme spatio attention matrix A ∈ RT×N enhance features relevant to group behavior while
suppressing those unrelated to it. This module identifies key roles crucial for group activity
recognition in the spatial dimension, and the principle is analogous when identifying key
frames in the temporal dimension, and we obtain temporal attention vector B ∈ RT .

By combining the association strengths across both temporal and spatial dimensions,
we can obtain the spatio-temporal group saliency scores C = A∗B ∈ RT×N , which are then
normalized via softmax:

X̃ = [(1+ γ
1)x̂1;(1+ γ

2)x̂2; . . . ;(1+ γ
T×N)x̂T×N ] (4)

γ
k =

exp(Ck)

∑
T×N
j=1 exp(C j)

(5)

where k ∈ {1,2, . . . ,T ×N}.

3.2 Spatio-temporal Cross Module Based on Multi-modal Fusion
Although the above key instance recognition module can perform relational reasoning to ob-
tain the category of group activity, it cannot model the complex spatio-temporal relationships
of group activity. Therefore, we propose a spatio-temporal cross-Transformer model based
on the multi-modal fusion module TCT to address the issue of group feature lacking strong
spatio-temporal representation capability. The overall processing flow of the spatio-temporal
cross Transformer model is shown in Fig.4. The RGB modality and skeleton modality de-
noted as Zr and Z j , are fused using the TCT module, which is demonstrated in the sup-
plementary material. For the fused feature output, temporal and spatial feature encoding is
performed separately using encoders along both the temporal and spatial dimensions. After
decoding separately in the temporal and spatial dimensions and performing residual con-
nections, an element-wise sum is computed to yield the output Zk. This output can serve
as keys and values for the group activity decoder, through which the final group activity
features can be queried. The query for the group activity decoder can be obtained through



HE ET AL.: GROUP ACTIVITY RECOGNITION VIA SPATIO-TEMPORAL REASONING 7

the lower branch depicted in Fig.4. We employ adaptive group queries as the query for the
group decoder, and utilize the output Zr of the preceding RGB modality stage as keys and
values to obtain group activity features. It is utilized as the final query for the group activity
decoder, from which the group activity feature XG with robust spatiotemporal expressiveness
is obtained from the keys and values Zk.

4 Experiments

4.1 Experimental Setups

Datasets. We conduct experiments on two commonly used group activity datasets: Volley-
ball dataset and Collective dataset.The volleyball dataset [12] comprises 55 volleyball videos
collected from YouTube, divided into 4830 clips, among which 3493 are allocated for train-
ing and 1337 for testing. The videos include 8 group action labels: left team passing, right
team passing, left team setting, right team setting, left team spiking, right team spiking,
left team winpoint and right team winpoint. To obtain ground truth bounding boxes for the
unannotated video frames, data provided by [2] is utilized.

The collective dataset [5] consists of 44 videos captured by low-resolution handheld cam-
eras. There are 5 individual actions present: crossing, waiting, queuing, walking, and talking.
Group labels for each scene are assigned based on the predominant individual actions of the
majority of people.

Implementation Details. This study employs the Adam optimizer, an implementation of
stochastic gradient descent, to train the network, with hyperparameters fixed at β1 = 0.9,β2 =
0.999,ε = 10−8. For the volleyball dataset, the network is trained for 30 epochs with a batch
size of 2. The learning rate is set to 3×10−5 and reduced to 1×10−5 at the 11th epoch. For
the collective dataset, training is conducted over 20 epochs with a batch size of 8 and a learn-
ing rate of 1×10−4. The entire model’s code is implemented using the PyTorch framework,
running on an NVIDIA GeForce RTX 4090 GPU.

4.2 Comparison with State-of-the-art

This study compares our proposed model against previous state-of-the-art (SOTA) approaches.
Results on the Volleyball dataset, as shown in Tab.1, reveal that for methods employing
ResNet as the backbone network, our model outperforms the best-performing approach by
0.6 percentage points. On the Collective dataset, our model achieves SOTA performance,
demonstrating a substantial improvement over the models utilizing ResNet as the backbone.

4.3 Ablation Study

This study proposes a key instance recognition module for identifying critical instances, such
as key spatial actors and key temporal frames. An ablation experiment on the identification
of key instances is first conducted in both temporal and spatial dimensions, as shown in
Tab.2. The use of key frame recognition alone yields relatively poor results, indicating that
key frame recognition contributes less to group behavior recognition compared to key actor
recognition. However, the simultaneous employment of both key frames and key actors
yields better performance than using key actors alone.
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Method Year Backbone
Top1 Group Acc.

Volleyball Dataset Collective Dataset

PCTDM[34] 2018 ResNet18 90.3 92.2

stagNet[22] 2019 VGG16 89.3 89.1

CRM[1] 2019 I3D 92.1 -

ARG[33] 2019 ResNet18 91.1 92.3

PRL[11] 2020 VGG16 91.4 93.8

SACRF[21] 2020 ResNet18 90.7 -

DIN[37] 2021 ResNet18 93.1 95.3

DFWSGAR[14] 2022 ResNet18 90.5 -

GIRN[20] 2022 OpenPose 92.2 -

HiGCIN[36] 2023 ResNet18 91.4 93.0

SPARTAN[4] 2023 ViT-base 92.9 -

Ours 2024 ResNet18 93.7 95.6

Table 1: Comparison with the state-of-the-art methods on the Volleyball dataset and Collec-
tive dataset.

Instance
Type

Collective Volleyball

Group
Acc.

Group
Acc.

Person
Acc.

actor 93.2 91.3 80.9

frame 92.6 90.8 79.8

actor+frame 93.5 91.6 81.4

Table 2: Ablation study of key instance
type.

Method
Collective Volleyball

Group
Acc.

Group
Acc.

Person
Acc.

avg pool 92.5 90.8 80.7

global feature 93.2 91.4 81.1

avg pool&global
feature 93.5 91.6 81.4

Table 3: Ablation study of global group
scene feature generation method.

Then we perform an ablation experiment on scene group features. As illustrated in Tab.3,
the experiments are categorized into three types: The first approach uses average pooling to
extract group features.The second employs a global feature extractor to generate scene to-
kens, which were subsequently used as scene group features. The third concatenates scene
tokens with average pooled individual features along the feature channel dimension, thus
constructing the scene group features. The utilization of average pooling produces inferior
outcomes. This deficiency stems from the lack of attributes pertinent to group behavior, such
as background elements and ball targets. The concatenation of global features with individu-
ally pooled individual features emerged as the most efficacious approach, generating highly
robust scene group features. These enhanced features were particularly advantageous for har-
nessing group attention mechanisms to efficiently discern inter-group correlations. Finally,
we conduct an ablation experiment on the above-mentioned key instances, graph reasoning,
TCT, and cross-trans modules. As shown in Tab.4, incorporating the graph relation reason-
ing module has the most significant impact on improving model accuracy, contributing an
increase of 0.8 percentage points. Moreover, removing this module exerts the greatest detri-
mental effect on the model, underscoring its crucial role in the process of inferring group
activity. Concurrently, eliminating the key instances module incurs the least impact among
all components, with a difference of merely 0.2 percentage points compared to the optimal
combination. This may be attributed to the implicit analysis of key instances already embed-
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Module Type Volleyball

Key Instance Graph
Reasoning TCT Cross Trans Group Acc. Person Acc.

√
91.6 81.6

√ √
92.4 82.5

√ √ √
93.1 82.6

√ √ √
93.5 82.8

√ √ √
92.7 82.5

√ √ √
93.4 82.7

√ √ √ √
93.7 83.1

Table 4: Ablation study of various combinations of modules.

ded within the spatio-temporal graph relation reasoning module.

Figure 5: Visualization of key instance in the group activity, graph relation matrix and group
saliency score.

4.4 Qualitative Results
Fig.5 visualizes the graph relation matrices from the model’s graph reasoning module and the
group saliency scores from the key instance recognition module. For each video, we select
the graph relation matrix and group saliency scores corresponding to the middle frame for
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visualization. It can be observed that columns in the graph relation matrix with the highest
number of red blocks correspond to more critical individuals, indicating substantial associa-
tions between multiple other roles and the individual represented by that column. The group
saliency scores further demonstrate the model’s ability to effectively identify key characters
within the scene, with these key roles determining the category of the group activity.

5 Conclusion
In summary, we have presented a novel spatio-temporal cross-inference model based on
key instances. The key instance recognition module employs temporal group attention and
spatial group attention to respectively identify key frames in the temporal dimension and key
actors in the spatial dimension. We evaluate on two standard benchmarks (Volleyball and
Collective dataset), and conduct thorough ablation studies to demonstrate the effectiveness
of our model. Our model has achieved high precision in comparison with other common
group activity recognition models on both datasets, meeting the practical requirements for
group activity recognition.
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tionof Shaanxi Province under grant no. 2022GY-080, and Natural Science BasicResearch
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