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1 The Network Details of Training Stage 1
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Figure 1: The architecture details of Encoder; and Decoder in our proposed method. (Left)
In Encodery, Extraction; and Extraction, constitute a multi-scale high-frequency feature
extraction module (MHFE), while Fusion| and Fusion, form a multi-scale high-frequency
feature fusion module (MHFF). (Right) In Decoder, convolutional layers and Swiftformer
are used to reconstruct images.

Encoderl. We use SwiftFormer-L1 [2] to extract irrelevant content from images and em-
ploy Xception [1] for extracting RGB information and high-frequency features. Figure 1
illustrates the process for inputs X; and X4, obtaining irrelevant content semantics C; and
all forgery semantics Fa;. Consistently, for inputs Xy and Xk, we obtain irrelevant content
semantics Cp and all forgery semantics Fag.

Decoderl. In Decoder|, we designed a dual-channel network. One channel simultaneously
uses convolutional layers and SwiftFormer [2] to process irrelevant content semantics, while
the other channel solely uses convolutional layers to process all forgery semantics. Figure 1
illustrates the process for inputs C; and Fay, resulting in the self-reconstructed image Sri;.
Similarly, inputs Cy and Fayg yield the self-reconstructed image Srip. Additionally, inputs C;
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and Faq produce the cross-reconstructed image Crij, while inputs Cy and Fa; generate the
cross-reconstructed image Criy.

2 The Network Details of Training Stage 2
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Figure 2: The architecture details of Encoder, and Decoder; in our proposed method. (Left)
In Encoder; of training stage 2, a branch first utilizes Encoder to extract all forgery seman-
tics for extracting common forgery semantics. (Right) In Decoder;,, both branches solely
employ convolutional layers to reconstruct forgery semantics.

Encoder2. In Encoder;, we utilize a portion of Encoder; responsible for extracting all
forgery semantics to extract all forgery semantics, and then employ convolutional layers
further disentangle these semantics into unique and common forgery semantics. Figure 2
illustrates the process for inputs X; and X%, obtaining unique forgery semantics Fu; and
common forgery semantics Fcj. Similarly, for inputs Xy and Xhg, we obtain unique forgery
semantics Fuy and common forgery semantics Fcy.

Decoder2. In Decoder;, we designed two dual-channel networks, each comprising only
convolutional decoders, and merged them during the process to reconstruct image semantics.
Figure 2 illustrates the process for input Fc; and Fu; to obtain self-reconstructed image
semantics Srf;. Consistently, for inputs Fco and Fuy, we obtain self-reconstructed image
semantics Sr fy. Additionally, inputs Fc; and Fuy yield cross-reconstructed image semantics
Crf1, while inputs Fcp and Fu, yield cross-reconstructed image semantics Cr fj.
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