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Figure 1: Learned C-Matrix of CIFAR100 dataset.
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1 C-Matrix

In the main text, we showcased the C-Matrix of CIFAR10, FashionMNIST, and Animals10N
as they contained only 10 classes and were easy to visualize. Here, we show the C-Matrix
of CIFAR100 [3] in Figure 1. We can observe that C-Matrix captures semantic relationships
even for a large number of classifications. For e.g., class boy has the highest assignment of
0.21 to class baby, 0.23 to class girl, 0.17 to class man, 0.12 to class woman. We can observe
that these classes are quite similar to boy class, and their assignment is much higher than the
other classes. The classes dissimilar to class boy are given very low similarity values in the
C-matrix like class apple and class bee have 0 value assigned.

2 PyTorch Code

1 # Define LS++ Class
2 class LSPP(nn.Module):
3 def __init__(self, K, alpha=0.1):
4 super().__init__()
5 self.K = K
6 self.alpha = alpha
7 self.c_matrix = nn.Parameter(torch.zeros(K, K-1), requires_grad=True)
8

9 def forward(self, logits, y):
10 pred = F.softmax(logits, 1)
11

12 y_1hot = F.one_hot(y, num_classes=self.K).float()
13

14 # Convert logits of c_matrix to probs
15 c_matrix = F.softmax(self.c_matrix, 1) # K, K-1
16

17 # Add 0 at y indices to get K X K C-Matrix
18 c_matrix = c_matrix.reshape(-1, self.K) # K, K-1 -> K-1, K
19 c_matrix = F.pad(c_matrix, (1, 0, 0, 0)) # K-1, K -> K-1, K+1
20 c_matrix = c_matrix.reshape(-1) # K-1, K+1 -> K^2 - 1
21 c_matrix = F.pad(c_matrix, (0, 1)) # K^2 - 1 -> K^2
22 c_matrix = c_matrix.reshape(self.K, self.K) # K^2 -> K, K
23

24 # Compute Targets
25 y_tgt = (1 - self.alpha) * y_1hot + self.alpha * c_matrix[y]
26

27 # Symmetric cross-entropy loss with detach
28 fwd_ce = cross_entropy_loss(y_tgt, pred.detach())
29 bck_ce = cross_entropy_loss(pred, y_tgt.detach())
30 loss = (fwd_ce + bck_ce) / 2
31 return loss
32

33 # Define loss function
34 loss_fn = LSPP(K, α)
35

36 # Add C-Matrix to the training parameters
37 opt = SGD(list(net.parameters()) + list(loss_fn.parameters()), lr, mom, wd)

We showcase the PyTorch code of Label Smoothing++, for which we used the below
notations to represent the variables:

• K: Number of classes
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Figure 2: Accuracy vs α comparison of Label Smoothing (LS) and Label Smoothing++
(LS++) on TinyImageNet dataset using ResNet-18.

ResNet-18 ResNet-101

Parameters Time (mins) Parameters Time (mins)

1-hot 11,578,632 142 44,131,080 674
LS [8] 11,578,632 142 44,131,080 674
LS++ 11,618,432 (0.3%↑) 144 (1.3%↑) 44,170,880 (0.1%↑) 677 (0.44%↑)

Table 1: Training parameters and training time of different approaches on Tiny-ImageNet on
ResNet-18 and ResNet-101.

• net: Neural Network Model

• mom: Momentum value

• wd: Weight decay value

• α: Label Smoothing++ hyperparameter

• CE: Cross-entropy loss (refer eq. 1)

3 Sensitivity on Mixing Coefficient
We conduct a sensitivity analysis on the hyperparameter α using Label Smoothing [8] and
Label Smoothing++ on the Tiny-ImageNet dataset with ResNet-18. The results of this exper-
iment are depicted in Figure 2. Label Smoothing++ consistently outperforms label smooth-
ing for all values of α . Tuning α has the potential to enhance performance further, but we
adhered to the commonly practiced value of 0.1 for our experiments. Note at α=0, both
approaches function as 1-hot vectors.

4 Training Overheads
LS++ introduces additional K · (K − 1) training parameters. In this section, we discuss the
impact of these additional training parameters on training time and total training parameters.
We used the Tiny-ImageNet dataset for this study as it has the highest number of classes
(200) in our experiments. The training parameters and time for ResNet18 and ResNet101
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are presented in Table 1. We can observe that LS++ adds less than 0.2% parameters and has
minimal impact of an extra 1% training time.

5 Limitations of Label Smoothing++
A notable constraint of our approach is its inapplicability to binary classification, necessi-
tating a minimum of three classes. In this scenario, only one non-target class exists, and
the absence of inter-class relationships undermines the effectiveness of our method. We also
found Label Smoothing++ to be unbeneficial for noisy labels. In such cases, C-Matrix learns
a noisy version of the relationship. However, if a clean C-Matrix is available and the network
is trained with it, it can alleviate the negative impact of noisy labels.

6 Training Procedure
We stored the C-Matrix as logits (pre-softmax values) and applied softmax when necessary.
Additionally, no weight decay was applied to these parameters.

6.1 Training Settings for Image Datasets:
6.1.1 ImageNet-100 [1]:

• Image size: 224×224.

• Augmentations: Standard augmentation of random resized crops of 224 along with
random Horizontal flips.

• Optimizer: SGD optimizer with 0.9 momentum and weight decay of 1e-4.

• Training specifics: Batch size of 64 for 90 epochs. Learning rate starts at 0.1, under-
goes linear warm-up for the first 5 epochs, and decays by a factor of 0.1 at the 30th,
60th, and 80th epochs.

6.1.2 TinyImageNet [1]:

• Image size: 64×64.

• Augmentations: Padding of size 4 with Random Crops, and random Horizontal flips.

• Optimizer: SGD optimizer with 0.9 momentum and weight decay of 1e-4.

• Training specifics: Batch size of 64 for 100 epochs. Learning rate starts at 0.1, un-
dergoes linear warm-up for the first 5 epochs, and decays by a factor of 0.1 at the 40th
and 60th epochs.

6.1.3 Animals10N [6]:

• Image size: 64×64.

• Augmentations: Padding of size 4 with Random Crops, and random Horizontal flips.
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• Optimizer: SGD optimizer with 0.9 momentum and weight decay of 1e-4.

• Training specifics: Batch size of 64 for 100 epochs. Learning rate starts at 0.1, un-
dergoes linear warm-up for the first 5 epochs, and decays by a factor of 0.1 at the 40th
and 60th epochs.

6.1.4 FER2013 [? ]:

• Image size: 48×48.

• Augmentations: Padding of size 4 with Random Crops, and random Horizontal flips.

• Optimizer: SGD optimizer with 0.9 momentum and weight decay of 1e-4.

• Training specifics: Batch size of 64 for 100 epochs. Learning rate starts at 0.1, un-
dergoes linear warm-up for the first 5 epochs, and decays by a factor of 0.1 at the 40th
and 60th epochs.

6.1.5 CIFAR10 and CIFAR100 [3]:

• Augmentations: Padding of size 4 with Random Crops, and random horizontal flips
during training.

• Optimizer: SGD optimizer with 0.9 momentum and weight decay of 5e-4.

• Training specifics: Batch size of 128 for 300 epochs. Learning rate starts at 0.1,
warms up linearly for the first 10 epochs, and decays by a factor of 0.1 at the 150th
and 225th epochs.

6.1.6 FashionMNIST [12]:

• Augmentation: Padding of size 2 with Random crops and Random horizontal flips
during training.

• Network Configuration: Input channels set to 1 for grayscale images.

• Optimizer: SGD optimizer with 0.9 momentum and weight decay of 1e-4.

• Training specifics: Batch size of 128 for 200 epochs. Learning rate starts at 0.1,
undergoes linear warm-up for the initial 5 epochs, and decays by a factor of 0.1 at the
100th and 150th epochs.

6.1.7 SVHN [5]:

• Augmentations: No augmentation.

• Optimizer: SGD optimizer with 0.9 momentum and weight decay of 1e-4.

• Training specifics: Batch size of 128 for 200 epochs. Learning rate starts at 0.1, has
a linear warm-up for the first 5 epochs, and decays by a factor of 0.1 at the 100th and
150th epochs.
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6.2 Training Settings for Video Datasets:
6.2.1 Conv*+LSTM for UCF101 [7] and HDMB51 [4]:

• Training and testing on official split 1 of UCF101 and HMDB51.

• Training with a sequence of 40 frames, sampled uniformly between 1 and length of
video/40.

• Input size: Resized frames to 112 X 112, with random horizontal flips.

• Network: Frozen ResNet-50 as backbone, followed by an LSTM layer and 2 fully
connected layers for predictions.

• Training for 50 epochs with a batch size of 32. Adam optimizer with a learning rate
of 1e-4, decayed per epoch to 0 with a cosine schedule.

6.2.2 C3D network [9] for UCF101 and HDMB51:

• Training and testing on official split 1 of UCF101 and HMDB51.

• Training for 100 epochs with a batch size of 20. SGD optimizer with a learning rate
of 1e-3, 0.9 momentum, and weight decay of 5e-4. Learning rate decayed by a factor
of 10 every 20 epochs.

• Input formatted as per the original C3D setting. Frames resized to 128 × 171, with
random crops of 112×112 and a 50% probability of horizontal flip. Video sampling
frequency set to every 4 frames, sequence length of 16.

6.3 Training Setting for Text Modality:
6.3.1 20-Newsgroups, AGNews, and YahooAnswers Dataset [13]:

• Pretrained BERT [2] network for initialization, finetuned on the target dataset.

• AdamW optimizer with a learning rate of 2e-5 and weight decay of 0.01. Warm-up
for the first 20% of training steps, then linear decay.

• Batch size of 64 for 4 epochs (YahooAnswers) and 20 epochs (20-Newsgroups and
AGNews).

• Sequence of 128 for training and 512 for testing.

6.4 Training Setting for Audio Modality:
6.4.1 GTZAN [10] and SpeechCommands [11]:

• Training for 70 epochs with a batch size of 32. Adam optimizer with a learning rate
of 1e-4 and weight decay of 1e-4. Learning rate decayed by a factor of 10 every 30
epochs.

• ResNet-50 network pretrained on ImageNet or training the network from scratch.

• GTZAN: MelSpectogram and waveform of size 128 × 1500 for training.
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• SpeechCommands: MelSpectogram with augmentations (ChangeAmplitude, Change-
SpeedAndPitchAudio, BackgroundNoise) for training.
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