
Contributions
ÅSelf-supervised training strategy for Vision 

    Transformers to learn rich and transferrable features.

Å Learn global and patch-level information of images.

Method
ÅRotate images or patches by 0Á, 90Á, 180Á, or 270Á.

Å Train Vision Transformer to classify rotation angles

   of image and patches.

ÅUse a buffer between the patches to avoid 

    trivial solutions like edge continuity.

ÅPre-train at smaller size and followed by

    finetuning at full-size.
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Results

Application to 

Semi-Supervised Learning

Proposed Method and Highlights

Fine-tuning whole Vision Transformer.

Fine-tuning different layers of the pre-trained Vision Transformer.

ÅPartial Fine-tuning (PFT): Only the last two layers are fine-

tuned.

ÅPretraining is done using labeled + unlabeled samples but 

supervised fine-tuning uses only labeled samples.

Attention Maps

Attention Maps of the Vision Transformer trained using 

PatchRot on the validation set of ImageNet100.

Application to Transfer Learning

Conclusion

Å Transfer Supervised (Sup) vs PatchRot trained backbone.

Å Fine-tuning (FT): Fine-tuning whole network.

Å Partial Fine-tuning (PFT): Only last two layers are fine-tuned.

ÅPatchRot achieves superior results on 

downstream supervised learning task.

ÅThe features learned by PatchRot are 

generalizable and effective for settings 

like supervised, semi-supervised, and 

transfer learning.
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