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Abstract

Federated learning (FL) serves as an effective way of preserving data privacy at net-
work training through offloading training tasks to different client hardware and aggre-
gation. Real hardware-related metrics such as latency and energy consumption directly
decide the performance and accuracy trade-off in federated learning frameworks, yet
most FL optimizations do not use real hardware metrics.

In this work, we propose to benchmark federated learning with real measured hard-
ware metrics and optimize FL frameworks through tailoring training hyper-parameters
before offloading tasks each round given hardware metrics. With two examples FedAvg
and FedOpt, we demonstrate we can significantly save training energy by up to 97.2%
and training latency by up to 96.0% while maintaining training accuracy. Source code
can be found at https://github.com/RLC-Lab/FEDHW.git.

1 Introduction
Federated learning has been proven to be an effective privacy-preserving training alterna-
tive owing to its collaborative nature among independent clients [12, 48]. Nevertheless,
the practice of offloading time and energy-consuming training tasks to resource-constrained
clients, coupled with frequent data communication, typically results in significantly longer
convergence latency and higher energy consumption in federated learning. Consequently,
optimizing the latency and energy consumption of federated learning algorithms is equally
critical while seeking to improve accuracy.

Recent efforts within the federated learning community have primarily aimed to reduce
communication costs to mitigate latency and save energy consumption, given that many
federated learning algorithms involve sharing heavy model weights or gradients [24, 34, 43].
However, we argue that a sole focus on communication optimization may not be sufficient
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for two fundamental reasons. First, there is a limited body of work that examines the real
hardware performance regarding the latency and energy consumption of each process within
federated learning algorithms. Amdahl’s Law[1] suggests that exclusively concentrating
on one aspect of the entire system may result in constrained overall system improvements.
Second, attempts to reduce or compress weights shared between clients and central servers
can lead to performance degradation [42, 48].

In this work, we take the first step of benchmarking and optimizing federated learning
algorithms using real hardware performance. We systematically characterize various fed-
erated learning frameworks based on their system-wide latency and energy consumption,
leveraging real hardware performance metrics. The benchmarking methodology we propose
incorporates hardware-related metrics for all three key components of federated learning al-
gorithms: the latency and energy consumption during the training process on clients, the
model sharing between clients and the server, and the model processing on the server.

We observe that among popular federated learning algorithms, the local model training
on clients incurs the highest latency and energy consumption, primarily due to the intensive
workloads and frequent data loading from memory. The second-highest latency and energy
consumption is associated with central server processing the global model. Notably, trans-
mission between the server and clients exhibits the lowest latency and energy consumption.

Building upon our observations, we introduce an optimization framework for federated
learning that incorporates real hardware-related metrics. The framework continuously gath-
ers accuracy results from server-aggregated models and hardware-related metrics from either
real hardware or simulators. By formulating the training process as a constrained optimiza-
tion problem with discrete solution space, our framework schedules the optimal training
parameters, such as the number of clients used in each round and the training epoch, with
the aim of achieving the lowest latency or energy consumption while maintaining accuracy.

Our results indicate that the framework significantly improves latency and energy con-
sumption in popular federated learning algorithms. Our optimization framework achieves a
62.6% reduction in total latency or 56.4% energy consumption compared to state-of-the-art
federated learning algorithms, without sacrificing accuracy.

The main contributions of our paper can be summarized as follows:

• We systematically propose an end-to-end characterization of federated learning algo-
rithms with real hardware metrics such as training latency and energy consumption.
We break down the latency and energy consumption of individual components and the
results show that a significant amount of latency and energy are spent on the training
process happening on local clients and central server processing.

• We propose a framework that collects data from both the server to maintain accuracy
and real hardware to reduce latency and energy consumed in the federated learning
process. The scheduling process is formulated as a constraint optimization problem.

• We implement two instances of our optimization framework with a simulated anneal-
ing optimizer and a genetic algorithm optimizer. We significantly improve the total
latency and energy consumption of federated learning without losing any accuracy.
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2 Related Work

2.1 Federated Learning (FL)
Federated learning is a novel distributed training methodology designed to address privacy
concerns. The pioneering work in federated learning, FedAvg [25], trains a global model
by weighted averaging different local models trained on their respective partial datasets.
Gradient descent occurs on clients, while model aggregation occurs on the server. Building
upon FedAvg, other methods have been developed that involve sending partial weights [13,
23] or gradients [30] to the server.

Federated learning indeed presents several challenges alongside its privacy benefits. Since
no single client possesses all the data, the accuracy of many federated learning algorithms
tends to be weaker compared to centralized training approaches [7]. Moreover, due to the
frequent sharing of model weights in federated learning, there is often higher latency and
energy consumption during model training [22].

2.2 Optimizing Federated Learning
Federated learning has sparked numerous efforts aimed at enhancing its performance, with a
primary focus on improving accuracy. Various strategies have emerged to address accuracy
challenges arising from data heterogeneity, including techniques such as partial network
acceptance [23], dataset combination [40, 45, 51], and mitigation of aggregation drift [6, 7,
13, 16, 21, 49, 53].

Energy consumption stands out as another key optimization target in federated learning.
Given the additional communication costs it incurs, most approaches prioritize minimizing
energy usage by optimizing communication energy [20, 27, 38, 44, 46, 47]. Some stud-
ies delve deeper into this issue, exploring methods to conserve end-to-end training energy
through techniques like reinforcement learning or knowledge distillation [14, 18, 20, 47].

In addition to accuracy and energy considerations, training latency is a significant con-
cern in federated learning. Local model aggregation can sometimes delay training due to its
impact on the global model. Researchers have explored various approaches to address this
issue, including improving the aggregation process [41], probabilistic local model selection
[3, 35], and leveraging reinforcement learning techniques [50].

Despite extensive efforts to optimize federated learning algorithms, two fundamental
issues persist. Firstly, many optimization frameworks lack real hardware-measured data,
relying instead on assumptions. Secondly, the bottleneck of federated learning frameworks
can vary with different underlying hardware platforms, yet most optimization frameworks
remain fixed.

3 Benchmarking
Basic federated learning frameworks can be described in Equ. 1. N out of M clients are
selected every training round where D represents the dataset. Fi(x) is the loss function of the
ith local client model.

min
D

f (x) =
1
N

N

∑
i=1

Fi(x) (1)
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Three key hyper-parameters in federated learning frameworks will influence the accuracy
and cost trade-offs. The number of training epochs in every client E, the batch size of each
local client BS, and the fraction of clients that are used in each round F .

Unlike accuracy, benchmarking costs of federated learning algorithms are intricately tied
to hardware considerations. Different hardware setups can greatly influence total costs, such
as training energy and latency. For instance, in the popular FedAvg framework, the server
type handling model aggregation, client type managing local training, and communication
network type all impact training energy and latency. Therefore, accurate modeling of energy
and latency using real hardware or simulators is essential for precise training cost measure-
ments.

3.1 Energy Modeling

Energy consumption for server computation. In federated learning frameworks, servers
primarily handle tasks like client selection, aggregating partially-trained models, and up-
dating the global model, with less frequent involvement in actual model training. These
servers typically employ high-end CPUs and GPUs for these operations. The total energy
consumption on the server is typically the sum of energy from CPUs and GPUs, denoted as
Eserver = Ecpu

s +Egpu
s .

Energy consumption for client computation. Energy consumption for clients consists
of two parts, energy for computation and data access. Recently, most clients have been
equipped with dedicated accelerators such as the embedded GPU or Neural Processing Unit
(NPU) for local model training. The computations are mainly matrix multiplication and
accumulation (MAC). Given an example of a fully connected layer with an input X ∈ R1×c

and weights W ∈ Rc×d , the energy consumption of computing the layer is shown in Equ. 2,
where eMAC is the energy consumption of every MAC operation. Energy consumption for
client computation can be either measured using tools like power management firmware or
calculated with a cycle-accurate hardware simulator such as SCALE Sim v2 [32, 33].

Ecomp = eMAC× c×d (2)

Energy consumption for data access. When training local models, frequent data access
also consumes a significant amount of energy. The most common memory hierarchy is
usually composed of a Dynamic Random Access Memory (DRAM), a cache, and a Register
File (RF). In neural network training, inputs, weights, and activation maps are loaded from
DRAM to cache, and from cache to RF. Thus, the energy consumption for data access are
sum of three components EDRAM,ECache, and ERF . In reality, ECache and ERF are usually
taken into consideration when measuring the energy consumption of the accelerators. EDRAM
needs to be measured separately in most cases.

Energy for Communication. Federated learning frameworks generally require frequent
communication between clients and servers, leading to high communication energy. Assum-
ing clients and servers are communicating through an ideal WiFi protocol, the communi-
cation energy can be calculated using Ecomm = Pwi f i ∗ Size

BitRate [5]. where Pwi f i stands for the
power of the Wi-Fi module in the client, Size stands for the amount of data sent to the server,
and BitRate stands for transmission speed of the Wi-Fi module.
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3.2 Latency Modeling
Training latency is another critical metric in federated learning frameworks, the lower the
better. The entire training process needs to undergo T times of “local training - commu-
nication - model aggregation” process. For each round, the latency L is determined by the
slowest client, which is calculated using L = Lserver + Lclient + Lcomm. The entire training
latency is formulated by T ×L.

4 Optimization Framework for Federated Learning with
Hardware-related Metrics

4.1 Optimization Framework
Accurate benchmarking enables us to optimize the training process of federated learning
using hardware-related metrics. To achieve this, we design an optimization framework called
FEDHW, illustrated in Fig. 1. FEDHW seamlessly integrates with any federated learning
framework, operating on the server side. It continuously gathers inputs like latency, energy
consumption, and model accuracy, and then uses this data to generate scheduling policies for
the next round of training.

Taking energy consumption optimization and FedAvg as examples, FEDHW collects the
energy consumption of every client used in the current training round and the model accuracy
after aggregating all the local models. It then generates training settings for the next round,
focusing on three key parameters: E for the number of epochs in the training round, BS
for batch size, and F for the fraction of clients used in the round. Generally, increasing
these parameters reduces the training rounds but also leads to higher energy consumption
per round. The optimization process aims to find the optimal values for E, BS, and F in each
round, as illustrated in Algo. 1.

4.2 Optimizer Design

Fig. 1: FEDHW optimization framework.

The design of the actual optimizer
plays a crucial role in determin-
ing the performance of FEDHW.
When designing the optimizer, we
prioritize two goals. Firstly, the
optimizer must incur low over-
head to avoid negatively impact-
ing overall latency or energy con-
sumption. Secondly, since the optimization process is non-convex, the optimizer must cap-
ture global optimal points instead of converging to local optima.

We propose two optimizers: FEDHW-SA, which formulates the optimization process
as a simulated annealing (SA) algorithm, and FEDHW-GA, which employs a genetic algo-
rithm (GA) approach. In Algo. 2, we describe the workings of FEDHW-SA. Our approach
leverages the inherent characteristics of the SA algorithm by treating the hyperparameters E,
BS, and F as discrete solution spaces and the energy consumption as the cost function. We
introduce random perturbations to E, BS, and F to generate new hyperparameters, which are
then evaluated for their simulated consumption. If the new consumption is lower than the



6 PAN ET AL: BENCHMARK AND OPTIMIZE FL WITH HARDWARE-RELATED METRICS

current consumption, the optimizer accepts the new hyperparameters; otherwise, acceptance
is based on a probability p. Our design tailors the probability equation to capture long-term
energy and latency behavior, as detailed in Equ. 3, where energy as an example.

Algorithm 1: FEDHW Optimization Framework
Input: Epoch E, Batch size BS, Fraction F , other FL setting parameters, Target

accuracy Acc, Number of clients NC
Output: trained global model

1 Initialize the global model ωt ;
2 while At ≤ Acc do
3 St ← randomly select Ft ×NC clients;
4 for each client m ∈ St do
5 ωSt ← ClientUpdate(Et ,BSt ,ωt ,m);
6 end
7 ωt+1← ServerUpdate(ωSt);
8 At+1← validate global model accuracy;
9 Ot ← calculate system consumption;

10 Et+1,BSt+1,Ft+1← Optimizer(Et ,BSt ,Ft ,At ,Ot);
11 end

p = e−
(Esim−Et )+(At−1−At )−Esim+δ

Tt+∑
t E (3)

The probability p takes into account both energy consumption and accuracy considera-
tions. Esim represents the simulated energy consumption using the selected training parame-
ters in the new round, while Et denotes the current energy consumption observed during the
current training round. We introduce a noise factor δ . Additionally, At−1 and At denote the
global model accuracy, where improvements in accuracy and reductions in energy consump-
tion both influence the probability of selecting a setting. Tt is the temperature parameter in
SA algorithm.

To prevent the optimizer from favoring only the best training setting for the next round
without considering long-term benefits, we incorporate a history energy consumption accu-
mulation term ∑

t E in the denominator of the probability calculation.
In FEDHW-GA, based on the basic genetic algorithm process, the binary representations

of the hyper-parameters E, BS, and F are set as the DNA sequences of the population. The
consumption function is then used as the fitness of the individuals to identify the optimal
solution in the hyper-parameters through natural iteration. Furthermore, we add the mecha-
nism of accepting new solutions with probability to ensure that the model converges during
the optimization process.

5 Experiment

5.1 Experiment Setup
FEDHW is designed to seamlessly integrate with any federated learning framework. To
demonstrate the flexibility of this approach, we utilize FEDHW with two distinct federated
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Algorithm 2: FEDHW-SA Optimizer

1 SAOptimizer(E,BS,F,A,O):
2 T ← set temperature for SA;
3 while T > 1.0 do
4 Enew,BSnew,Fnew← add random perturbation to E,BS,F ;
5 Osim← ConsumptionSim(Enew,BSnew,Fnew);
6 if Osim < O then
7 E,BS,F ← Enew,BSnew,Fnew;
8 O = Osim;
9 else

10 if random(0,1) < p then
11 E,BS,F ← Enew,BSnew,Fnew;
12 end
13 end
14 T = T ×λ ;
15 end
16 return E,BS,F ;

learning frameworks, namely FedAvg and FedOpt. The entire federated learning processes
are implemented using the PyTorch framework on a desktop computer [2].

Dataset and Network We evaluate FEDHW using different datasets to demonstrate
its effectiveness across various workloads. Specifically, for image classification tasks, we
employ a 5-layer convolutional neural network on the MNIST dataset [17] and ResNet-
18 on the CIFAR-10 dataset [15]. For audio tasks, we utilize the M18 audio classification
network [4] on the ESC50 dataset [19]. Finally, for NLP tasks, we employ a two-layer LSTM
network [8] on the R8 dataset [19].

Baseline Setup We train all four models using their default settings with both FedAvg
and FedOpt [4, 25, 29, 31]. Each client’s dataset is Independent and Identically Distributed
(IID). Our results align with the reported accuracy for all four networks. Detailed training
parameters and results are provided in Tbl. 1.

Table 1: Parameter setting for each model.
Acc is the accuracy target of each model, E
means epochs, BS means batch size, F means
fraction, NC means number of clients.

Dataset Model Parameters FedAvg_Acc FedOpt_Acc

MNIST CNN (E = 20, BS = 10, F = 0.1, NC = 100) 98% 98%
CIFAR10 ResNet-18 (E = 5, BS = 64, F = 0.1, NC = 100) 90% 90%

ESC50 M18 (E = 20, BS = 10, F = 0.2, NC = 50) 68% 68%
R8 LSTM (E = 50, BS = 5, F = 0.2, NC = 50) 92% 92%

Hardware Platforms To mimic edge
clients, we utilize NVIDIA Jetson TX2 em-
bedded devices as the client platform [28],
featuring a 256-core NVIDIA Pascal GPU
architecture. For the server, we employ a
desktop equipped with an Intel i9-12900K
CPU and an NVIDIA RTX3090 GPU.
Communication between the server and clients is established through Wi-Fi.

Hardware Metric Acquisition Our method relies on real hardware metrics, specifically
latency, and energy consumption. Acquiring latency on clients is relatively straightforward;
we monitor training latency on the Jetson TX2 under different settings and introduce a noise
parameter to capture variations in latency. Energy consumption by clients is broken down
into computation energy and data access energy. To measure computation energy, we read
power numbers from special registers on the Jetson TX2 and multiply them by latency. For
data access energy on clients, we utilize DRAMSys, a flexible DRAM subsystem design
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space exploration framework, to simulate DRAM power during client training [36, 37]. The
energy consumption of data access is then calculated by multiplying DRAM power by client
training latency. Server energy consumption is recorded using Intel Performance Counter
Monitor (PCM) for CPU energy consumption and the pyNVML package for GPU energy
consumption [9].

5.2 Evaluation

Table 2: Energy consumption optimization.
Model FedAvg SA GA FedOpt SA GA

CNN 1× 0.43× 0.98× 1× 0.23× 0.29×
ResNet18 1× 0.34× 0.22× 1× 0.61× 0.63×
M18 1× 0.69× 0.90× 1× 0.62× 0.52×
LSTM 1× 0.08× 0.07× 1× 0.08× 0.03×

Energy consumption optimization In all
optimization scenarios reported, we ensure
that the model achieves the same accuracy
compared to the baseline over 3 runs. The
energy consumption can be saved up to
97.2%. Energy consumption results are presented in Tbl. 2. Compared to FedAvg, FEDHW
reduces energy consumption by 53.5% by tailoring E, BS, and F in each round, while for
FedOpt, the reduction is 59.2%. Specifically, FEDHW-SA achieves a 60.6% reduction in
energy consumption, while FEDHW-GA achieves a 59.2% reduction.

We observe that FEDHW-GA outperforms FEDHW-SA on larger datasets, as the GA
optimizer tends to converge to optimal settings more quickly. Conversely, FEDHW-SA
performs better on smaller datasets, as its optimization process results in more aggressive
hyperparameters which means smaller E and BS, leading to faster model aggregation and
lower energy consumption. Besides, different hyperparameter initialization settings have a
large impact on the learning process. Finding the right parameter settings is important for
energy consumption and latency in the federated learning training process.

Table 3: Latency optimization.
Model FedAvg SA GA FedOpt SA GA

CNN 1× 0.25× 0.64× 1× 0.23× 0.29×
ResNet18 1× 0.34× 0.28× 1× 0.70× 0.78×
M18 1× 0.79× 0.61× 1× 0.46× 0.15×
LSTM 1× 0.21× 0.17× 1× 0.05× 0.04×

Latency optimization The effective-
ness of FEDHW optimizer extends to la-
tency optimization, as demonstrated in
Tbl. 3. The training latency can be reduced
up to 96.0%. On average, FEDHW reduces
training latency by 79.3% compared to the FedAvg baseline and 78.0% compared to FedOpt.
Notably, FEDHW-GA shows a slight improvement over FEDHW-SA in latency optimiza-
tion, both in terms of total latency and latency per training round.

5.3 Energy Model And Latency Model Breakdown
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Fig. 2: Energy Consumption Breakdown
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Fig. 3: Latency Consumption Breakdown

We break down energy and latency results and show them in Fig. 2 and Fig. 3. As
we expect, in the FedAvg framework, the energy and latency consumed by clients take the
highest proportion. The average energy consumed by clients is 63.0% and can be up to
75.6%. Local training latency takes over 96.0% on four cases. Communication between
clients and the central server, although frequently happens, only consumes 0.07% and 0.66%
energy and latency in the process.

Thus, our optimization approach is reasonable as tailoring E,BS,F every training round
mainly saves client latency and energy. Specifically, we reduce client energy by 36.4% with
the SA optimizer and 48.7% with the GA optimizer. The local training latency is reduced
by 66.2% and 66.0%. After our optimization, the energy and latency proportion spent on the
server significantly increase as we show in Fig. 2(b) and Fig. 3(b).

From our evaluation, we find that for the first several rounds of training, the optimizer
tends to choose larger E and F as more knowledge can be learned in the early stages of
model training and facilitates model aggregation. With the accuracy of the model gradually
increasing, smaller E and F can result in better energy and latency while maintaining the final
accuracy. Also, a larger epoch number does not generally mean higher energy consumption
or latency, as a larger epoch number can enable local training with better results, which
further translates to less training rounds and reduces total energy and latency. For BS, it’s
not always the case that the smaller the batch, the more consumption-efficient it is. And we
should find the appropriate batch size for each dataset.

5.4 Ablation Study
FEDHW is ubiquitous to all kinds of hardware, as long as accurate energy and latency met-
rics are provided. We here show an ablation study where we change the underlying hardware
from GPU to a neural processing unit (NPU), change the communication protocol from WiFi
to LTE and convert the data distribution to not independent and identically distributed (Non-
IID). We validate our optimizer still works.

GPU/NPU NPU is largely used in edge devices such as smart phones [11] and smart
furniture [26, 39] for the extremely low power and high compute capability. We here use an
NPU with a basic 32× 32 systolic array and clocked at 1GHz. After synthesizing it with a
16nm technology, its power is at 1.157W and its peak throughput is 2.048 TOPS [52]. We
use a cycle-accurate simulator SCALE Sim v2 [32, 33] to simulate the cycles of NPU on
different workloads and calculate the energy consumption through E = P× cycles

f requency .
We use the FedAvg algorithm and CIFAR-10 dataset as an example, FEDHW still works

after changing GPU to NPU in the client platform. The energy consumption percentage of
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client training drops from 53.8% to 15.2% and 14.5% of the total energy consumption with
optimizers, which is similar to using the GPU on the client. The NPU only takes 1.3% energy
consumption to get the same model performance compared to GPU, which is the reason we
recommend using NPU on edge devices.

WiFi/LTE In our evaluation, we use WiFi as communication network. However, in
real-world scenarios, usually, clients do not work in an environment with a WiFi network.
We change the communication protocol to LTE and perform the evaluation. Results show
that FEDHW framework saves 71.0% energy consumption with the SA optimizer and 76.0%
energy consumption with the GA optimizer, similar to using a WiFi network.

Non-IID Non-IID datasets are better suited to real world application scenarios and tend
to take more time to train the model compared to IID datasets. We change distribution of
MNIST dataset in each client, making the variety of data in each client imcomplete but the
amount of data consistent and train the CNN model to meet the same accuracy as the IID
scenario[10]. Results show that FEDHW framework saves 74.6% energy consumption and
89.3% latency consumption compared to the FedAvg algorithm.

6 Conclusion

Federated learning has a wide range of application scenarios, especially today with the
widespread use of 5G wireless communication technology and the increasing computing
power of edge devices. It is one of the key technologies to capitalize on the data silos.
This paper provides a new benchmarking of the federated learning process from the hard-
ware perspective, and designs a framework FEDHW with two optimizers, SA and GA, to
make the federated learning process more efficient in energy-constraint or latency constraint
situations. Unlike other FL optimization frameworks, FEDHW can be applied to most FL
algorithms. We believe that when the computing power of edge devices becomes more and
more powerful, optimization frameworks that consider the hardware level can more fully
utilize the characteristics of the hardware itself, making the federated learning process more
efficient. Meanwhile, we will make more explorations on client hardware platform diversity
and data distribution diversity. We hope to have more complete realistic benchmarking of
the federated learning process from the hardware perspective in the future.
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