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Supplementary Material for
Trimming the Fat: Efficient Compression of 3D Gaussian Splats
through Pruning

6 Additional Results

6.1 Quantitative Comparison

Table 2 provides an extensive comparison between our proposed approach and the 3DGS-
30k and 3DGS-7k baseline methods across various % values. Across all datasets, our
method demonstrates the potential to prune Gaussian splats up to 4x while achieving per-
formance improvements or maintaining comparable levels to the baseline. Even at highly
compressed rates (Y = 0.6), our approach delivers reasonable performance similar to that
of 3DGS-7k, while achieving average compression ratios of approximately 24 x.

6.2 Qualitative Comparison

We present visualizations of frain scene from the Tanks&Temples dataset and playroom
scene from the Deep Blending dataset, all of which require substantial memory resources on
average. In Fig 6 and 7, we illustrate the visualizations of test set images at various pruning
levels indicated by ¥r. Our "trimming the fat" iterative pruning pipeline achieves notewor-
thy compression rates while maintaining comparable visual quality. Across all scenes de-
picted in the Fig. 6 and 7, our method compresses the Gaussian splats by approximately 4 x
with visual quality similar to 3DGS-30K. Furthermore, with ¥ = 0.60, our method achieves
an average compression ratio of approximately 12x while preserving visual quality compa-
rable to 3DGS-7K.

7 Additional Ablation Studies

7.1 Lottery Ticket for the Gaussian Splats?

We investigated the potential presence of a “lottery ticket” phenomenon [8] for Gaussian
splats. To test this hypothesis, we took an already pruned set of Gaussian splats from the
Tanks&Temples dataset and randomly reinitialized all learnable features, including spherical
harmonics (SH) features, opacity, scale, and rotation. Subsequently, we attempted to train
these Gaussian splats for 30,000 iterations, but they failed to converge. This experiment
underscores the necessity of having a learned 3D prior to which redundant information can
be pruned. It highlights the difficulty of training Gaussian splats with the minimum number
of Gaussians without any prior information from the 3D scene.

7.2 Trimming the Fat vs Compact3D [18].

Fig. 8 depicts a comparison of PSNR and Gaussian counts between our proposed approach
and Compact 3D using the Tanks&Temples dataset. The results unequivocally highlight
the superior performance of our method, demonstrating its capability to significantly reduce
the number of Gaussians while maintaining baseline performance levels. These findings
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Mip-NeRF360 Tanks&Temples Deep Blending
Model Y%ter | SSIMT PSNR' LPIPS! Mem' | SSIM' PSNR' LPIPS! Mem' | SSIM' PSNR' LPIPS' Mem!
3DGS-7k" - 0.770 2560 0279 523.00 | 0767 2120 0280 270.00 | 0.875 2778 0317  386.00
3DGS-30k" - 0.815 2721 0214 73400 | 0.841  23.14  0.183  411.00 | 0903  29.41 0243  676.00
3DGS-7k* - 0.765 2588 0288 54170 | 0.777  21.66 0266  298.00 | 0.876 2826 0312  410.50
3DGS-30k* - 0.812 2746 0221 76340 | 0.845  23.69  0.178 43550 | 0.899  29.46 0246  664.50
0.025 | 0813 2758 0217 59222 | 0.849 2398  0.169 33850 | 0.894 2927  0.248  516.00
0.050 | 0.813 2756 0220 449.11 | 0.849 2394  0.171 261.00 | 0.894 2927 0250 398.00
3DGS- 0.075 | 0.809 2747 0231 34400 | 0.846 2396  0.178  200.00 | 0.895 2927 0252  305.00
Opacity 0.100 | 0799 2725 0250 26178 | 0.839 2380  0.192 15200 | 0.894 2922 0259  232.00
Based 0.150 | 0762 2646 0304 14800 | 0.818 2340 0232 8600 | 0.888 2896 0279  131.00
Pruning 0200 | 0725 2566 0353  80.89 | 0.794  23.07 0574  47.00 | 0.883 2866 0295  72.00
0250 | 0.692 2498 0394 4278 | 0767 2266 0310 2500 | 0877 2820 0310  38.00
0300 | 0.659 2426 0430 2214 | 0731 2190 0354 12,65 | 0869 27.69 0328  19.00
0.225| 0813  27.60 0217 54344 | 0.849 2396  0.170 33550 | 0.898  29.50  0.247  534.00
0275 | 0814  27.60 0219 46433 | 0.849 2397  0.171 28075 | 0.898  29.48  0.247  481.50
0325 | 0813  27.60 0223 38611 | 0.848 2397  0.175 21925 | 0.899  29.51 0.248  416.00
Trimming 0375 | 0810 2757 0231 31178 | 0.844 2394  0.187 153.00 | 0.899  29.53  0.250  339.00
the Fat 0.450 | 0797 2735 0256 19422 | 0.829 2385 0220 7675 | 0.899  29.55  0.253  205.50
0.500 | 0.776 2693 0288 11944 | 0.810 2356 0251 4525 | 0.899 2952 0258 116.00
0.550 | 0.740  26.21 0336 6356 | 0780 2292 0294 2338 | 0.897 2925 0269  59.00
0.600 | 0.690  25.03 0394 2922 | 0761 2251 0319 1475 | 0.887 2866 0293 2550

Table 2: Performance comparison using gradient-aware iterative pruning with different prun-
ing levels defined by y against 3DGS-30k, 3DGS-7k baselines, and opacity-based iterative
pruning. *Reproduced using official code. T Reported from [16]. Memory size is in MBs.

emphasize the effectiveness of our pruning technique and its potential to advance or replace

existing compression methodologies for 3DGS.
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Original 3DGS-30k, PSNR: 29.86 , 554MB 3DGS-7k, PSNR: 29.50, 375MB

>

Yiter = 0.50, PSNR: 29.94 , 104MB Yiter=0.55, PSNR: 29.58 , 51MB Yiter = 0.60, PSNR: 29.04 , 22MB

Figure 6: Qualitative comparison of the playroom scene at various pruning levels, defined
by Yier using gradient-aware iterative pruning. Our proposed method demonstrates substan-
tially higher compression rates compared to both baselines while maintaining similar visual
quality.
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Figure 7: Qualitative comparison of the train scene at various pruning levels, defined by
Yier using gradient-aware iterative pruning. Our proposed method demonstrates substan-
tially higher compression rates compared to both baselines while maintaining similar visual
quality.
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Figure 8: The graph illustrates the performance-size trade-off achieved by our method com-
pared to the pruning approach proposed in Compact 3D [18] on the Tanks&Temples dataset.
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