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1 Comparison with State-of-the-arts

We also have advantages over other categories of denoising approaches, namely non-learning,
supervised learning with synthetic pairs, unpaired learning, and supervised learning with
real-world pairs. From the comparisons in Table 1, we can see that our approach surpasses
non-learning approaches, unpaired learning methods, and even a few supervised methods
with ground truth references such as DnCNN, TNRD, and CBDNet in terms of PSNR.

Dateset
Non-learning Supervised learning

with synthetic pairs
Unpaired learning Self-supervised learning

BM3D[5] WNNM[6] DnCNN[21] Zhou et al. [22] GCBD[3] C2N[9] D-BSN[17] Ours

SIDD 25.65/0.685 25.78/0.809 23.66/0.583 34.00/0.898 - 35.35/0.937 - 37.16/0.936

DND 34.51/0.851 34.67/0.865 32.43/0.790 38.40/0.945 35.58/0.922 37.28/0.924 37.93/0.937 38.74/0.943

Dataset
Supervised learning with real-world pairs Self-supervised learning

TNRD[4] CBDNet[7] RIDNet[2] AINDNet(R)[11] VDN[18] DANet[19] MIRNet[20] Ours

SIDD 24.73/0.643 33.28/0.868 38.70/0.950 38.84/0.951 39.26/0.955 39.43/0.956 39.96/0.960 37.16/0.936

DND 33.65/0.831 38.05/0.942 39.24/0.952 39.34/0.952 39.38/0.952 39.58/0.955 39.84/0.957 38.74/0.943

Table 1: Quantitative comparison of PSNR and SSIM on SIDD and DND datasets is con-
ducted, wherein we present the official results as reported in the corresponding paper, which
can also be cross-verified from benchmark websites. Red and blue colors are employed to
denote the best and second-best outcomes.
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2 Ablation on Hyper-parameters

Hyper-parameter λ of TV term. The hyper-parameter λ is employed to control the mag-
nitude of the edge-preserving effect of xi. Fig. 1 (a) depicts the performance of our model
across different values of λ on the SIDD validation dataset. The denoising performance
shows a notable decline when the regularization term, represented by λ = 0, is removed
due to the presence of unavoidable image structures in the estimated NV map. Further-
more, due to the degradation of image details caused by PD, the resulting denoised image is
significantly influenced by artifacts. When λ → ∞, the TV regularization term takes prece-
dence over the loss function, leading to an excessive level of smoothing and consequently
resulting in subpar denoising performance. In this study, we select a value of 0.1 for the
hyper-parameter λ in order to optimize both qualitative and quantitative performance.
Hyper-parameters α and β of the learning flow for more visible noise. We also investi-
gate the impact of α and β on the denoising and detail enhancement abilities of the entire
network. Referring to Sec. 3.2, we aim to determine appropriate values for α and β given
these particular conditions: α > 1 or β ∈ (0,1). We optimize the hyper-parameters α and β

through grid search, and the optimal combination is found at α = 1.8 and β = 0.6. Thus, we
hereby present the curves of α and β as shown in Fig. 1 (b) while maintaining the remaining
parameters at their optimal values.

Figure 1: (a) Ablation study of λ of TV regularization term in the flow of learning invisible
noise. (b) Ablation study of hyper-parameters α and β in the loss of Lv for learning more
visible noise.

3 More Results of NV Map

We present more results of NV maps acquired through the blind estimation module of our
framework. The estimated results selected from the DND benchmark [16] are provided in
Fig. 2. In this figure, the pairs of noisy images and corresponding NV maps are presented,
where the left image represents the noisy input and the right image displays the estimated
NV map. Besides, we also present the outcomes associated with the SIDD benchmark in
Fig. 3. From the results provided in Fig. 2 and Fig. 3, it is evident that our estimated NV
maps exhibit a clear consistency with the visual effects of the noisy images, even without
utilizing ground truth or references for noise level assessment.

In addition, since the SIDD validation dataset provides clean references that are regarded
as the ground truth of the noisy images, we employ them to generate the “NV map reference"
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Figure 2: The noisy images and their corresponding NV maps obtained by our blind estima-
tion module. The images are selected from the DND benchmark [16].

Figure 3: The noisy images and their corresponding NV maps obtained by our blind estima-
tion module. The images are selected from the SIDD benchmark [1].

for validating the reliability of our estimated NV maps. To be specific, the “NV map refer-
ence" is computed by normalizing the absolute value of the difference between the noisy
image and the clean reference. Then, we provide the results in Fig. 4, from where the top
left image shows the noisy image, and the bottom left image represents the clean reference
provided in the SIDD validation dataset. The top right image shows the NV map obtained
by our blind estimation module, and finally, the bottom right image illustrates the “NV map
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Figure 4: NV map comparisons with the “NV map reference" obtained by the noisy image
and the clean reference provided within the SIDD validation dataset [1]. The top left image
shows the noisy image, and the bottom left image represents the clean reference provided in
the SIDD validation dataset. The top right image shows the NV map obtained by our blind
estimation module, and finally, the bottom right image illustrates the “NV map reference".

reference". From the comparisons, it is evident that our estimated NV map exhibits a high
degree of similarity with the “NV map reference", thereby confirming the effectiveness of
our estimation module.

4 More Visual Comparisons with SOTAs

We present more visual comparisons on SIDD dataset and DND dataset, as depicted in Fig.
5 and Fig. 6, respectively. We compare our approach with other self-supervised methods,
including CVF-SID[14], AP-BSN[12], SDAP[15], SS-BSN[8], C-BSN[10] and SASL[13].
For the compared approaches except for CVF-SID[14] and SASL[13], we utilize the official
code provided from the author’s Github and train the model according to the configurations
stated in each respective paper. While for CVF-SID and SASL, we utilize the code with the
pre-trained model released from the authors.

For the DND dataset, since some approaches lack official code or encounter memory
limitations, we solely compare our method with CVF-SID, AP-BSN, SDAP, C-BSN and
SASL. All the comparisons have verified the superiority of our proposed approach.
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