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Introduction 

Uni-Mlip

• Vision-and-Language Pre-training (VLP) models align image 

and text representations, improving multimodal understanding.

• In the medical field, multimodal data is common, but privacy 

concerns and complex annotations hinder the acquisition of large 

datasets.

• Medical VLP models use self-supervised learning but struggle to 

fully integrate domain-specific knowledge.

• Uni-MLIP addresses these challenges with a unified self-

supervision framework for medical vision-language pre-training, 

enhancing tasks like image-text retrieval, classification, and VQA

Contribution

1) Unified Self-Supervision Framework: Uni-Mlip integrates 

feature-level and data-level self-supervision across uni-modal and 

multimodal contexts, aligning image and text modalities.

2) Specialized for Medical Images: Uni-Mlip adapts self-

supervision for medical images, overcoming intensity challenges 

and improving representation learning.

3) State-of-the-Art Performance: Experiments show that Uni-Mlip 

outperforms existing methods in tasks like image-text retrieval, 

classification, and VQA.
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Cross-modal input level self-supervision: 
• Image-Text Contrastive (ITC) loss aligns input image and input 

text embeddings.

Cross-modal feature-level self-supervision: 
• Image-Text Contrastive (ITC) loss aligns perturbed image and 

text embeddings.

Uni-modal self-supervision – image: 
• Image-Image Contrastive loss (I2I) tailored for medical images. 

Fused-modal self-supervision: 
• Improves text representation using masked language modeling 

(MLM).

Total training loss: 

Results 

• Medical Image-Text Retrieval

• Medical Image Classification 

• Medical Visual Question Answering

 

 

• Performance Gain from Pre-training Objectives

• Effect of Freezing Batch Normalization on Image SSL 
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