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Abstract

Multi-Target Domain Adaptation (MTDA) entails learning domain-invariant infor-
mation from a single source domain and applying it to multiple unlabeled target do-
mains. Yet, existing MTDA methods predominantly focus on addressing domain shifts
within visual features, often overlooking semantic features and struggling to handle un-
known classes, resulting in what is known as Open-Set (OS) MTDA. While large-scale
vision-language foundation models like CLIP show promise, their potential for MTDA
remains largely unexplored. This paper introduces COSMo, a novel method that learns
domain-agnostic prompts through source domain-guided prompt learning to tackle the
MTDA problem in the prompt space. By leveraging a domain-specific bias network
and separate prompts for known and unknown classes, COSMo effectively adapts across
domain and class shifts. To the best of our knowledge, COSMo is the first method to
address Open-Set Multi-Target DA (OSMTDA), offering a more realistic representation
of real-world scenarios and addressing the challenges of both open-set and multi-target
DA. COSMo demonstrates an average improvement of 5.1% across three challenging
datasets: Mini-DomainNet, Office-31, and Office-Home, compared to other related DA
methods adapted to operate within the OSMTDA setting.

1 Introduction
Domain adaptation (DA) techniques play a crucial role in improving the generalizability of
machine learning models across diverse data distributions. DA aims to address the domain
shift problem, where models trained on one domain may struggle to generalize effectively to
another related domain. Traditionally, DA has mainly focused on a closed-set (CS) setting
[8, 14, 16, 33], assuming that the classes in the source and target domains are identical.
However, this assumption often does not hold in practical applications, especially in open-
world scenarios where class shifts, i.e., unknown classes in the target domain, may occur.
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Figure 1: OSMTDA differs from traditional DA settings like Open-set DA by handling un-
known classes across diverse target domains, while Multi-target DA transfers knowledge
from a single labeled source to multiple unlabeled targets. unk denotes the unknown class.

Open-set DA (OSDA) [3, 5, 23, 28, 35] extends the CS framework by considering classes
present in the target domain but absent in the source domain, making it more realistic .

Single-Target DA (STDA) [26, 27, 44] deals with adapting a model from a single source
domain to a single target domain. While effective in controlled settings, STDA encounters
challenges in scalability and handling diversity in real-world applications, especially when
facing multiple domain shifts simultaneously. Transitioning to a more intricate scenario,
Multi-Target DA (MTDA) focuses on adapting a model to perform well across multiple
target domains. In situations where domain labels are absent, Blended-Target DA (BTDA)
methods [43] merge all targets into one for source-target alignment.

In this paper, we introduce Open-set Multi-Target Domain Adaptation (OSMTDA, as
shown in Figure 1), merging elements of OSDA and MTDA. OSMTDA tackles three key
challenges: managing domain shifts across multiple targets, handling class shifts in open-
world scenarios, and adapting from one source to multiple targets. This framework is novel
and unexplored. OSMTDA is crucial in domains like autonomous driving, ensuring adapt-
ability across diverse contexts. For instance, vehicles trained in one area may encounter new
traffic conditions elsewhere. OSMTDA addresses real-world challenges without extensive
labeling or fine-tuning. Additionally, it holds promise in federated learning, bolstering model
adaptability while preserving data privacy.

Recently, Vision Language Models (VLMs) [20, 31], which are trained on a huge amount
of data, have shown impressive performance over a wide range of tasks, but they still under-
perform in downstream tasks. Various techniques are used to make VLMs perform better,
such as feature adapter [11], Prompt Learning [45, 46] etc. Textual Prompt Learning in
VLMs is effectively utilised in CoOp [46] where the prompts that are being fed to the text
encoder are made learnable, CoCoOp [45] adds on conditional bias, [25] utilised visual
prompts. Maple [21] utilises both the text and image prompts. Domain Adaptation via
Prompt Learning [12] utilised prompt learning to solve the domain adaptation task; however,
it utilises the domain labels.

In this paper, we address the OSMTDA problem using source domain-guided prompt
learning in VLMs. By combining prompt learning with a domain-specific bias network, we
extract knowledge from the source domain.We incorporate domain-specific bias into sepa-
rate learnable prompts for known and unknown classes to improve the alignment of image
and text pairs (discussed in detail in Section 3). In OSMTDA, we have labeled data from
the source domain and unlabeled data from target domains, which include the known classes
from the source domain and unlabeled classes as unknown classes. We adopt the similar
approach to BTDA [7], merging all targets into one and assuming that domain labels are
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unavailable. We highlight our contributions as:
-To the best of our knowledge, our method is the first to address the task of open-set domain
adaptation for multi-target scenarios.
-We propose a source domain-guided prompt learning approach. Separate prompts for known
and unknown classes handle the class shift, while a domain-specific bias network addresses
the domain shift.
-COSMo outperforms the referred DA methods adapted for OSMTDA, demonstrating sig-
nificant performance improvement atleast by 5.1% across the Office-Home, Office31, and
Mini DomainNet datasets.

2 Related Work
2.1 Open-set Domain Adaptation
In domain adaptation, the concept of open-set domain adaptation (OSDA) was introduced by
[5]. OSDA employs alignment techniques to align the feature spaces of the source and target
domains. However, this method relies on unknown source labels, potentially distorting se-
mantic features crucial for class differentiation [6]. In contrast, OSDA-BP [35] proposes an
alternative approach that dispenses with unknown source labels and utilizes adversarial train-
ing. This technique enhances the model’s ability to distinguish between known and unknown
target samples by learning discriminative features invariant across domains. Traditional do-
main adaptation strategies, such as distribution matching and extracting domain-invariant
features, often utilize metrics like Maximum Mean Discrepancy (MMD) to measure domain
distances. However, these methods typically overlook the possibility of encountering ex-
amples from unknown classes in the target domain, limiting their applicability in open-set
scenarios. Additionally, DANCE [36] presents another notable approach, leveraging neigh-
borhood clustering and entropy-based feature alignment to address the challenges of univer-
sal domain adaptation.

2.2 Multi-target domain adaptation
Multi-Target Domain Adaptation (MTDA) aims to bridge the domain gap by transferring
knowledge from a single source domain. This setting has been extensively explored across
various tasks, including classification, segmentation [18, 37], and object detection. In our
research, we adopt a Blended Multi-Target Domain Adaptation approach akin to the frame-
work presented in [43], as we considered the unavailability of domain labels.

Significant efforts in MTDA include using information-theoretic strategies to segregate
shared and private information across domains, as implemented in [13]. Additionally, [17]
addresses multi-target domain adaptation for segmentation tasks through a collaborative
learning framework. Common strategies for MTDA include adversarial learning, which
leverages adversarial networks to minimize domain discrepancies; graph-based methods
[32], which utilize Graph Convolution Networks (GCN) to exploit relational data within
and across domains; and knowledge distillation techniques. In our proposed COSMo, We
utilize source domain guided prompt learning to segregate the sets of known and unknown
classes in OSMTDA.

2.3 Vision-language models and prompt learning
Multi-modal vision-language models have made significant strides in various image recog-
nition tasks, utilizing advanced language models like BERT [9] and GPT [30] alongside
CNN and ViT for visual analysis. Notable examples include CLIP [31] and VisualBERT
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[24]. Traditionally, these models relied on manually crafted textual prompts, which can be
complex. Prompt learning methods [4, 21, 38, 45, 46] have gained traction for effectively
tailoring prompts for downstream tasks. These methods treat token embeddings as learn-
able variables constrained by image features. Recently, CLIP has been utilized to address
challenges in domain adaptation (DA) [39] and domain generalization (DG) [1, 40] tasks.
DAPL create disentangled category (class) and domain representations by aligning them dif-
ferently. [12] employs domain-specific context tokens for unsupervised DA, while AD-CLIP
[39] generates domain-agnostic tokens via a cross-domain style mapping network inspired
by STYLIP [1]. CLIPN [42] tackles out-of-distribution (OOD) tasks by training a "no" text
encoder for negative semantic prompts in addition to positive ones. However, these methods
are explicitly designed for DG, DA, and OOD tasks. Our model differs from DAPL in the
prompt learning technique, also in DAPL, the domain labels are assumed to be known. In
this paper, we utilize CLIP with prompt learning for OSMTDA.

3 Methodology
3.1 Problem formulation

In the context of OSMTDA, we possess labeled data, denoted as Xs, from a single source do-
main S, represented as (Xs,Ys) ∈ S, and unlabeled data, Xti , from multiple target domains Ti,

where Xt =
q⋃

i=1
Xti with Xti ∈ Ti, and q denotes the number of target domains. Here, Cs and Ct

refer to the source and target domain classes, respectively. To establish an open-set scenario,
we assume Cs ⊂Ct , designating the known classes as those from the source domain, denoted
as Ck = Cs, while the target domain may contain additional unknown classes, denoted as
Cu = Ct \Cs. For a multi-target setup, we ensure that the target domain classes Ct remain
consistent across all q target domains, i.e., Ct = {Cti}

q
i=1. During training, a mini-batch of

size N comprises two sets of data: Ds = (xi
s,y

i
s)

N
i=1 sampled from (Xs,Ys) and Dt = (xi

t)
N
i=1

sampled from Xt . For a given target image xt from any target domain, the objective in
OSMTDA is to accurately classify xt into one of the known classes Ck or identify it as an
unknown class.

3.2 Overview of COSMo

In COSMo, we aim to learn domain-specific and domain-agnostic information. Domain-
specific information is learnt via the Domain-Specific Bias Network (DSBN), (Bθ (·)) and
the domain-agnostic information is learnt via the separate learnable prompts (known and
unknown class-based prompts) for the known and unknown classes. DSBN is trained on
both the source and target domain instances, whereas the known and unknown class-based
prompts are trained on Ds and Dt , respectively, as shown in Figure 2. We leverage the pre-
trained vision encoder Fv and text encoder Ft of CLIP. We provide detailed description on
the components and working of our proposed COSMo in the following paragraphs.
Domain-Specific Bias Network (DSBN): DSBN captures domain-specific information from
the image features and helps address the domain distribution shift. DSBN is parameterized
by θ , and it modifies the learnable prompts, as the output of Bθ is directly added to the
learnable prompts. The domain information helps in better alignment of the image and text
embeddings, as text embedding is based on the unique characteristics of each domain, thus
improving the model’s adaptability across various domains.
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Figure 2: The architecture overview of COSMo, where Fv and Ft are the frozen pretrained
CLIP’s image and text encoders, respectively. Pkwn and Punk denote the prompts for the
known and unknown classes, respectively. Bθ (·) represents the domain specific bias net-
work, which generates the domain-bias context tokens β . Best view in color.

Source Domain-Guided Prompt Learning (SDGPL): Our approach employs a source
domain-guided prompt learning strategy in the prompt space, utilizing a different prompt
for the known and unknown classes. The prompts, thus trained, are domain agnostic, and the
domain bias is added via the domain-specific bias network.

• Known class prompts (Pkwn): Trained on the instances of the source domain classes
(Cs). As depicted in figure 2, Pc

k captures the domain-agnostic information for class c,
where c ∈Cs and helps align image-text embedding pairs of the known classes. The
known class prompts are constructed as follows:

Pc
k = [s1][s2] . . . [sm][CLS]c, Pc

k, bias = [s1 +β ][s2 +β ] . . . [sm +β ][CLS]c, (1)

Pkwn = [P1
k, bias ;P2

k, bias ; . . . ;P|Ck|
k, bias] (2)

where si, for i ∈ {1, . . . ,m}, represents the ith context vector (learnable component) of
the known class-based prompts and is the same for all the classes in Ck, m denotes
the length of the context prompt, β denotes the domain-bias context token obtained
from the domain-specific bias network (Bθ ), Pc

k, bias represents the biased known class
prompt, Pkwn represents the cumulative prompt for |Ck| classes, and [CLS]c denotes
the class vector for class c ∈Ck.

• Unknown class prompts (Punk): Employed for adapting to and categorizing unknown
classes in the target domains. As depicted in figure 2, unlike Pk, Pu is updated through
the target domain instances by utilizing the pseudo labels obtained through the gained
knowledge on the source domain, thereby enhancing the model’s capability to effec-
tively recognize new, unseen categories. The unknown class prompts are constructed
as follows:

Pu = [u1][u2] . . . [um][UNK], Punk = [u1 +β ][u2 +β ] . . . [um +β ][UNK] (3)

where ui represents the context components of the unknown class prompts Punk, m is
the length of the prompt, and [UNK] denotes the class vector corresponding to the
token "unknown.".
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Algorithm 1 Pseudo code to train COSMo

function MODEL(x)
v← Fv(x)
β ← Bθ (v)
Get Pkwn using si and β , and Punk using ui and β ▷ See equations 1 and 3
τ ← Ft([Pkwn;Punk])
logits← τT

s · v
return logits

end function

for each (xs,ys) in Ds and xt in Dt do
logitss← MODEL(xs) ▷ Freeze ui ∀ i ∈ {1, . . . ,m}
Lsource← Loss(logitss,ys) ▷ Update θ and si ∀ i ∈ {1, . . . ,m}
Unfreeze ui ∀ i ∈ {1, . . . ,m} ▷ Unfreeze ui for target training
yt ← get_pseudo_labels(xt) ▷ Get pseudo labels for target data
logitst ← MODEL(xt) ▷ Freeze si ∀ i ∈ {1, . . . ,m}
Ltarget← Loss(logitst ,yt) ▷ Update θ and ui ∀ i ∈ {1, . . . ,m}
Unfreeze si ∀ i ∈ {1, . . . ,m} ▷ Unfreeze si for next iteration

end for

3.3 Model optimization
In our CLIP-based model, an image x (from either the source or target domain) is processed
by the image encoder Fv, resulting in a feature vector v = Fv(x) and bias (β = Bθ (Fv(x)))
is obtained via DSBN. Text prompts with bias (Pknw and Punk) are encoded by the text en-
coder Ftxt to get text features W containing the vectors τ1,τ2, . . . ,τ|Ck|+1, where each vector
corresponds to the encoded textual representation of a class (including the additional un-
known class) with domain bias. The probability of an input image x belonging to class c, is
computed as:

p(yc|x) =
exp(sim(τc,v)/η)

∑
|Ck|+1
i=1 exp(sim(τi,v)/η)

(4)

where sim(τc,v) represents the similarity between the image feature v and the text feature for
class c is denoted by τc, and η is a temperature parameter that scales the logits before apply-
ing the softmax function. The cross-entropy loss for source domain instances, incorporating
minimum entropy regularization, is calculated as follows:

Lsource =−E(x,y)∼p(XS,YS)[log p(y|x)]+λ ·Ex∼p(XS)

[
−
|Ck|+1

∑
c=1

p(yc|x) log p(yc|x)

]
(5)

Similarly, we define Ltarget as the target loss, which consists of cross entropy and entropy
regularization losses, defined in Eq. 6. Here, ỹc represents the obtained pseudo label, λ is
a hyperparameter controlling the strength of the entropy regularization. Minimum Entropy
regularisation ensures that the model gives prediction with high confidence, whereas the
cross entropy loss ensures that the model gives correct prediction.

Ltarget =−E(x,ỹ)∼p(XT ,ỸT )
[log p(y|x)]+λ ·Ex∼p(XT )

[
−
|Ck|+1

∑
c=1

p(ỹc|x) log p(ỹc|x)

]
(6)
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The pseudo-labels are assigned based on the confidence thresholds. More specifically,
for an unlabeled instance, if the p(yc|x) (probability of an input image x belonging to class
c) for each known class is less than κlower, then the instance is labelled as an unknown.
Also, if the maximum probability for an unknown class is at least κupper, then the instance
is labelled as unknown. This selective approach allows the model to focus on more reliable,
high-confidence predictions and enhances the overall robustness and accuracy of the domain
adaptation process. The training procedure is mentioned in Algorithm 1. During inference,
classification is done with the learnt known and unknown class prompt, assigning the class
corresponding to the maximum probability value (p(yc|x)).

4 Experiments
Datasets: For OSMTDA, we selected three widely used datasets: Office-31 [34], Office-
Home [41], and Mini-DomainNet [29]. Office-31 contains 31 classes across three domains;
Amazon (A), DSLR (D), Webcam (W), while Office-Home has 65 classes spanning Art
(A), Clip Art (C), Product (P), and Real World (R) domains. Mini-DomainNet, a subset
of DomainNet, features 126 classes distributed among Clipart (C), Painting (P), Real (R),
and Sketch (S) domains. We ensure an open-set setting by dividing classes into known
and unknown categories, maintaining a ratio of |Ck|/|Cu| = 10/21 for Office-31, 15/50 for
Office-Home, and 60/66 for Mini-DomainNet.
Experimental Details and Evaluation Metrics: We use the AdamW optimizer [22] to op-
timize COSMo, with a batch size of 32 and used cosine annealing with an initial learning
rate of 0.001. We utilize two pre-trained vision encoders as Fv: ViT-B/16 [10] (Table 1)
and ResNet-50 [15] (results in supplementary). When assessing open-set multi-target
domain adaptation, we used commonly employed metrics [2, 19]: average known class ac-
curacy (OS*), the accuracy of unknown classes (UNK), and the harmonic mean score (HOS)
between the accuracy of known (OS*) and unknown classes (UNK). In supplementary,
we provide the detail explanation of hyperparameter settings of our proposed COSMo.

4.1 Comparison to the literature

To the best of our knowledge, our proposed COSMo is the first attempt at addressing the
challenges of OSMTDA, leaving no existing baselines for comparison. Hence for the pro-
posed OSMTDA task, as shown in Table 1, we comprehensively compare COSMo’s perfor-
mance across three distinct datasets against four relevant baseline models: (1) the zero-shot
predictions by CLIP [31] were taken by using standard prompts like: "a dog", "a cat" where
class names were provided for the source classes and keeping a |Ck| class classifier, to en-
sure open-set setting if the maximum probability of predicted class is less than a threshold,
it was predicted as unknown. (2) OSDA-BP [5] and (3) DANCE [36] are used as non-
CLIP baselines. Since these methods work under the OSDA setting but with a single target,
we merged all target domains into one. (4) AD-CLIP [39] also tackles the DA problem
with CLIP; but works in a closed-set setup; to ensure open-set setting; we employed the
threshold technique as CLIP. COSMo consistently outperforms these methods in terms of
the HOS metric, surpassing CLIP, OSDA-BP, DANCE, and AD-CLIP, demonstrating an av-
erage improvement of 52.7%, 54.6%, 5.1%, and 83.3%, respectively, averaged across all
three datasets. We provide detailed results for various domain permutations within each
dataset in the supplementary material.
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Table 1: Comparison of OSMTDA task with our proposed COSMo with state-of-the-art on
the Office-31, Office-Home and Mini-DomainNet datasets. The best results are highlighted
in bold. We report the HOS metric score. Results are reported using ViT-B/16 backbone.

Office-31 Office-Home Mini-DomainNet

Methods A D W Avg. A C P R Avg. C P R S Avg.

CLIP [31] 43.79 39.95 39.61 41.12 61.76 61.16 67.24 63.52 63.42 75.78 75.67 72.39 75.66 74.88
OSDA-BP [35] 83.92 74.60 73.17 77.23 54.39 33.01 55.97 56.95 50.08 41.27 52.41 48.86 37.79 45.08
DANCE [36] 86.48 86.34 87.76 86.86 81.20 85.42 78.58 79.28 81.12 70.26 81.29 73.35 73.84 74.69
AD-CLIP [39] 36.97 48.81 32.32 39.37 54.04 48.91 49.67 46.69 49.83 53.16 56.92 47.61 53.88 52.89
COSMo (Ours) 92.46 88.41 89.15 90.01 80.96 86.8 82.42 81.97 83.04 81.05 84.15 79.29 82.89 81.84

(a) OSDA-BP (b) DANCE (c) COSMo (Ours)

Figure 3: t-SNE visualizations on the Office31 Dataset with Amazon as the source domain.
Colored dots represent known classes in the source domain, while black triangles denote
target domain samples. For COSMo, text embeddings are used, while features from the
penultimate layer are used for the other models.

Furthermore, we visualize the t-SNE embeddings generated from the text encoder of our
proposed COSMo for both known and unknown classes, as depicted in Figure 3. It is evident
that COSMo effectively distinguishes between known and unknown classes across diverse
target domains, showcasing superior segregation compared to OSDA-BP [35] and DANCE
[36]. This observation highlights the robustness of our proposed COSMo in effectively han-
dling both familiar and novel data instances.

4.2 Ablation studies
Impact of having separate Pkwn and Punk: Here, we discuss the necessity of having separate
prompts for known and unknown classes in our proposed COSMo for the OSMTDA task.
From Table 2, it’s evident that COSMo with individual prompts for known and unknown
classes improves by a margin of 0.38% on the HOS metric. However, experimental findings
reveal that using common prompts for known and unknown classes leads to model overfit-
ting to unknown classes, significantly decreasing overall performance. Hence, employing
separate prompts plays a crucial role in enhancing the model’s ability to effectively adapt to
open-set scenarios, thereby improving its overall performance. Further details on the abla-
tions are discussed in the supplementary material.
Role of Domain-Specific Bias Network (DSBN): Additionally, we conduct an ablation
study on COSMo, integrating the DSBN network alongside separate prompting for known
and unknown classes. Table 2 illustrates the impact, showing a significant enhancement in
addressing domain shifts for the OSMTDA task. Specifically, the inclusion of DSBN results
in an approximate 4% improvement in the HOS metric, underscoring its effectiveness in
mitigating domain-related challenges.
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Table 2: Ablations of our proposed COSMo with different components on the Office31
dataset with Amazon as source domain with ViT-B/16 backbone and context length m= 4.

Separate Prompt DSBN Entropy Regularisation HOS
× × × 84.41
✓ × × 84.79
✓ ✓ × 88.59
✓ ✓ ✓ 92.46

Table 3: Ablations of our proposed COSMo with different context lengths with ViT-B/16
backbone.

Context length (m) Trainable Parameters (in K) HOS
4 37.4 92.46
8 41.5 88.83

16 49.7 89.58

Ablation with Entropy Regularization loss: Finally, we ablate our proposed COSMo
model with the loss terms discussed in Eq. 5 and 6. Initially, we train the network us-
ing only the cross-entropy loss, which fails to classify open-set samples from unseen target
domains. Subsequently, we incorporate the entropy regularization loss alongside the cross-
entropy loss and train COSMo. Table 2 demonstrates that it achieves approximately 4%
better HOS performance compared to optimizing the network solely with cross-entropy loss.
Ablation with number of context tokens and number of trainable parameters: We ex-
amine the impact of prompt learning in COSMo by varying the context token length with
m = 4,8, and 16. Table 2 shows the HOS metric performance on the OSMTDA task, with
COSMo trained on the Amazon domain and evaluated on other domains of the Office31
dataset. Notably, m = 4 achieves superior performance by a minimum margin of 2.88%
across all settings detailed in Table 3. Additionally, we report the number of trainable pa-
rameters required for training COSMo, observing that with m = 4, COSMo achieves higher
performance with fewer trainable parameters compared to m = 8 and 16.

5 Conclusion
In this paper, we introduce the novel framework COSMo, addressing the problem of Open-
Set Multi-Target Domain Adaptation by leveraging source domain-guided prompt learning.
We utilize the frozen image and text encoders of the pre-trained CLIP, along with a few
trainable parameters, in designing the network. COSMo incorporates a domain-specific bias
network and separate prompts for known and unknown classes, enabling efficient adaptation
across domain and class shifts. To our knowledge, we are the first to tackle the challenges of
the OSMTDA task, providing a practical representation of real-world scenarios by integrat-
ing both open-set and multi-target domain adaptation challenges. While COSMo assumes a
consistent set of target domain classes across all domains, real-world scenarios may involve
varying sets of classes across target domains. In future work, we aim to extend COSMo to
address related tasks such as semantic segmentation and object detection.
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