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Abstract

The vision transformer (ViT) and self-supervised learning (SSL) are key technologies
for accelerating data scalability, contributing to the emergence of a foundation model in
computer vision. In this paper, we focus on the potential of masks generated by the Seg-
ment Anything Model (SAM), a foundation model for image segmentation, and propose
a novel method for SSL, named “mask-guided attention bias”. Mask-guided attention
bias is designed to encode SAM-generated masks, which are spatially and semantically
decomposed information about an image. It is applied to the self-attention of ViT as
guidance for an SSL process. Since self-attention can capture a wide range of spatial
dependencies, mask-guided attention bias effectively adds spatial and semantic guidance
to various forms of SSL, thus improving the decodability and labeling efficiency of SSL
representations. We show that our method improves the accuracy of linear probing, few-
shot learning, and fine-tuning in general. In particular, our method achieves 81.3% linear
probing accuracy (outperforming vanilla MAE by 3.2%) and 89.5% fine-tune accuracy
(outperforming vanilla DINO by 0.4%) on ImageNet100.

1 Introduction
Transformers [35] have received much attention due to their success in natural language pro-
cessing (NLP) [5, 11, 27, 28]. In the field of computer vision, transformers are applied as the
vision transformer (ViT) [12] and introduced as an alternative architecture to convolutional
neural networks (CNNs) [21]. ViT models trained on large amounts of data outperform
CNNs in many tasks [12, 37] and are scalable according to the amount of training data. Be-
cause the scalability of ViT means that it consumes large amounts of data [34], the pretrain-
ing process is critical to improve the data efficiency of downstream tasks. In general, labeling
costs are an important issue because effective pretraining processes require large amounts of
data. Self-supervised learning (SSL), which allows pretraining without supervised labels, is
a recent breakthrough technology for mitigating supervised labeling costs [7, 18, 25].
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The success of SSL has contributed to the emergence of foundation models [4, 33]. A
foundation model is a model that has been trained on a broad set of data so that it can be
adapted to a wide range of downstream tasks. For example, CLIP [29] is a vision-language
foundation model trained on 400 million text–image pairs. Since CLIP can extract features
from images and text into a common multimodal representation space, it has strong zero-shot
generalization with text prompts. The Segment Anything Model (SAM) [20] is a foundation
model for image segmentation tasks. SAM was trained on a broad dataset to be promptable,
allowing transfer of zero-shot prompts to new image distributions and tasks for 2D images.

Inspired by the capability of foundation models, some SSL methods incorporate a vision–
language foundation model like CLIP to enhance semantic knowledge. This approach can
provide SSL with weak semantic guidance from text-image-aligned vision features [14, 19,
22, 32, 38]. Combining SSL and a vision–language foundation model is therefore a reason-
able and promising approach. Image segmentation is also expected to be useful for enhanc-
ing semantic knowledge because it can provide semantically decomposed image information.
However, there has been insufficient study of SSL combined with image segmentation.

In this paper, we focus on the potential of SAM-generated masks and propose a novel
method for SSL, named “mask-guided attention bias”. The core idea of this method is that
spatial and semantic guidance created from masks is given to a ViT encoder through self-
attention. Specifically, we design mask relation encoding (MRE) to encode masks from
SAM to learnable attention bias as mask-guided attention bias. We add effective semantic
and spatial guidance by incorporating mask-guided attention bias with MRE into SSL. Fig 1
compares general SSL and our method. Thanks to SAM’s zero-shot capability, SSL with
mask-guided attention bias can provide unsupervised visual representation learning.

The following summarizes the main contributions of this paper:

• Inspired by SAM’s zero-shot capability, we propose mask-guided attention bias as a
novel SSL method. Since our method gives a target ViT encoder spatial and semantic
guidance from SAM through self-attention, it enables various SSL models to improve
their feature representation.

• We design post-processing based on knowledge distillation of an SSL-trained mask-
guided attention bias model to a student model that does not require SAM masks.

• Through extensive experimental evaluations, we demonstrate that our method im-
proves the accuracy of linear probing, few-shot learning and fine-tuned evaluations
on ImageNet100 [30] for general SSL models such as MAE [18] and DINO [7].

2 Related Works

Self-supervised Learning. SSL is an unsupervised representation learning method for cre-
ating a pretraining model. It is a recent breakthrough technology for mitigating supervised
labeling costs for large datasets. There are two main approaches to SSL in computer vision.
One is contrastive learning (CL) [6, 7, 8, 9, 10, 16, 17], which is a discriminative approach.
The core idea in CL is learning “view-invariance” in multiple observations from same con-
cepts since same concepts should produce same outputs. Specifically, the self-distillation
style, which feeds multiple views to two encoders and maps one to the other by means of a
predictor, has been successfully employed in many methods [1, 6, 7, 9, 16]. A key design
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a) General SSL b) Our method
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Figure 1: Architectural comparison between general SSL and our method. a) Architecture
of a general SSL such as CL and MIM. b) Our method, where we incorporate mask-guided
attention bias by MRE into general SSL to add effective semantic and spatial guidance from
SAM.

consideration for CL is preventing collapse. For example, many methods update one of the
two encoder weights with a running average of the other’s weights to create a stop gradient.

The other approach is masked image modeling (MIM) [3, 18, 40, 42] as a generative
method. This approach is inspired by masked language modeling in NLP [5, 11, 27, 28]. The
key technique in MIM is removing masked image pixels from the input and learning to pre-
dict what was masked. ViT designs allow MIM to work effectively in terms of computation
costs. MIM captures local relationships, but it is not as good as CL at capturing semantic in-
formation [26]. There are thus some MIM-based methods that incorporate a vision–language
foundation model such as CLIP [29] to enhance semantic knowledge [14, 19, 22, 32, 38].
This study is inspired by these works, and to the best of our knowledge, it is the first attempt
to incorporate SAM into SSL as an image segmentation foundation model.

Attention Bias. Attention bias is a technique for adding effective bias to self-attention,
mainly used as relative position encoding [15, 23, 31, 39]. Image relative position encoding
(iRPE) [39] considers directional relative distance modeling as well as interactions between
queries and keys in self-attention. iRPE is calculated via a look-up table with learnable pa-
rameters. In the Swin Transformer V2 architecture [24], iRPE is updated to instead use a log-
spaced continuous position bias. These are effective methods because vanilla self-attention
cannot capture the ordering of input tokens, so they are widely used in many downstream
tasks.

Attention bias is also used to add spatial conditions to self-attention. Focal attention [41]
treats a bounding box as layout information and predicts the current patch token by focusing
only on closely related tokens as specified by the spatial layout for image generation.

3 Method
We propose mask-guided attention bias as a novel attention-bias method for SSL. Fig 1
shows an overview of our method. Unlike general SSL, our method adds effective guidance
to self-attention in the SSL process. The following subsections describe this in detail.

3.1 Preliminaries
Self-Attention for ViT. ViT is structured around self-attention [35], which can be described
as mapping a query and a set of key–value pairs to an output. Given an input image token
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Figure 2: Overview of MRE on SSL with mask-guided attention bias. MRE calculates
whether queries and keys belong to the same mask in self-attention and creates mask-guided
attention bias accordingly.

vector x = (x1, . . . ,xn) of n elements (where xi ∈ Rdx ), the output y = (y1, . . . ,yn) (where
yi ∈ Rdy ) and the weight coefficient αi j are calculated as

yi =
n

∑
j=1

αi j · (x jWV ), where αi j =
exp(ei j)

∑
n
k=1 exp(eik)

. (1)

Here, ei j is a scaled dot-product attention for input x, calculated as

ei j =
(xiWQ)(x jWK)T√

dy
, (2)

where WQ,WK ,WV ∈Rdx×dy are the learnable weights. ViT adapts multi-head self-attention,
an extension of self-attention in which multiple self-attention operations run. The self-
attention output y and the input x are combined by the residual mechanism.

Zero-shot Segmentation by SAM. SAM is a promptable segmentation model. To get image
masks in an unsupervised manner, we use SAM in automatic mask generation mode [20],
which takes prompts as a regular grid of multiple points. SAM with automatic mask gener-
ation can generate reasonable masks for an image region as indicated by provided prompts.
We denote SAM as Sθµ

and SAM-generated masks as

M = Sθµ
(x,a), (3)

where M ∈ {x ∈ Z | 0 ≤ x ≤ c}h×w, h×w is the spatial resolution, c is the maximum number
of masks in an image, a ∈ R2×z is a grid prompt vector consisting of 2D coordinates, and z
is the number of prompts. Note that the mask is valid where an M element is ≥ 1 and invalid
where it is 0. In areas where masks overlap, we only leave the confident mask, so duplicate
masks are not allowed in the SSL process.

3.2 SSL with Mask-guided Attention Bias
Motivation. Our motivation is exploiting masks, which are semantically and spatially de-
composed information about an image for improving feature representations in SSL. Since
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masks are spatial information, we designed mask-guided attention bias as a mechanism to
give a ViT encoder spatial guidance for self-attention. As a key insight, we focus on the
relations of queries and keys in self-attention based on SAM masks, namely whether queries
and keys belong to the same mask in self-attention. This relation can be derived even from
zero-shot masks lacking class information. Therefore, we designed MRE to encode masks
to mask-guided attention bias as a learnable attention bias. Fig 2 shows an overview of MRE.

MRE for Mask-guided Attention Bias. In preparation for MRE, we define the following
relations for each pair of image tokens in self-attention: belonging to the same mask is
considered positive, belonging to different masks is negative, and tokens not belonging to
any mask are unknown. Details are presented below.

First, the mask image M is encoded as the mask token vector m = (m1, . . . ,mn) ∈ {x ∈
Z | 0 ≤ x ≤ c}n, which has n same elements as an image token vector by a resizing operation.
Note that n = h×w/p2, where p× p is the token resolution.

Next, let mask-guided attention bias b = (b1,1, . . . ,bn,n) ∈ Rn×n. We then calculate the
relations of each element in m as the relations of each mask and b, which is shown as

bi j =


upos if (mi = m j) & (mi ̸= 0,m j ̸= 0)
uneg if (mi ̸= m j) & (mi ̸= 0,m j ̸= 0)
0 otherwise

, (4)

where upos ∈ R is a learnable scalar for positive relations and uneg ∈ R is a learnable scalar
for negative relations. Note that b is not set as a learnable parameter for unknown relations.
Subsequently, mask-guided attention bias is applied to scaled dot-product attention as

ei j =
(xiWQ)(x jWK)T +bi j√

dy
. (5)

In a practical implementation, the relations of each element in m are calculated by the
dot product of mT and m. As an advanced design, we can expand mask-guided attention
bias to multiple heads and layers according to the ViT design. For instance, upos and uneg

have different parameters across layers and heads, like (u1,1
pos, . . . ,u

l,d
pos) and (u1,1

neg, . . . ,u
l,d
neg),

where l and d are the layer number and head number, respectively. Then, we can create a
multi-mask-guided attention bias (b1,1, . . . ,bl,d)∈Rn×n×l×d . Intuitively, mask-guided atten-
tion bias for positive relations strengthen attention weights, and negative relations weaken
attention weights to exploit the semantics of masks.

Application to SSL. Since mask-guided attention bias is applied to self-attention, it does
not depend on the SSL method, and thus can be applied to both CL and MIM without the
modification of their methods. We describe such applications below.

Let fθ be a ViT encoder with mask-guided attention bias. For CL, we show the case of
DINO [7] as a representative modern CL. Here, δφ denotes an auxiliary head connected to
fθ , with the loss function for CL with mask-guided attention bias defined as

L′cl = Lcl( fθ ◦δφ (x,m), fθ ′ ◦δφ ′(x′,m′)), (6)

where Lcl denotes the standard DINO loss function including a regularization term to prevent
collapse, x′ and m′ are cross-views against x and m, and θ ′ and φ ′ are parameters of fθ ′
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and δφ ′ as a teacher model obtained from the student model parameters θ and φ by the
exponential moving average.

For MIM, we show the case of MAE [18]. With γω denoting an auxiliary decoder, the
loss function of MIM with mask-guided attention bias is

L′mim = Lmim( fθ ◦ γω(xvis,mvis),xmasked), (7)

where Lmim denotes the standard MIM loss function, the xvis visible image token vector and
the visible mask token vector mvis, and xmasked is a masked image token vector.

3.3 Knowledge Distillation as Post-processing
Necessity of Post-processing. Since applying mask-guided attention bias to a ViT encoder
requires a mask like Eq. (4), a ViT encoder trained with mask-guided attention bias also
needs SAM masks when it is deployed to a downstream task. This increases calculation
costs according to the extent to which SAM must be applied. Therefore, we propose post-
processing for SSL with mask-guided attention bias (Fig 1).

Approach. Inspired by knowledge distillation for SSL [2, 13, 25, 36], we designed post-
processing to distill mask-guided attention bias trained by SSL to a student model that does
not take masks. Knowledge distillation generally distills knowledge from a large teacher
model to a small student model. In our method, the teacher and student models are the same
model, except that the teacher model utilizes mask-guided attention bias.

Let fθs be a post-processed ViT student model encoder that does not take mask token
vectors and fθ be a teacher model already trained with mask-guided attention bias. Note that
all teacher model parameters are frozen. For DINO [7], as a representative modern CL, δφs

denotes the auxiliary head of a student model. We formulate the post-processing loss as

Lpost
cl = Lkd

cl ( fθs ◦δφs(x), fθ ◦δφ (x,m)), (8)

where Lkd
cl denotes the loss of knowledge distillation for CL [13] that removes the collapse-

preventing regularization terms from Lcl and adapts identical-view predictions instead of
cross-view predictions.

For MAE [18] as MIM, the main training objective of fθs is matching the attention
weights of fθs and those of a teacher model fθ already trained with mask-guided attention
bias. We formulate the attention loss as

Latt = MSE(As,At), (9)

where As = {αs
i=1, j=1, . . . ,α

s
i=n, j=n}n×n and At = {α t

i=1, j=1, . . . ,α
t
i=n, j=n}n×n denote the at-

tention weights of the corresponding student and teacher layers, and MSE is a mean squared
error function. Because mask-guided attention bias directly affects an attention mechanism,
attention loss effectively distills teacher knowledge. Let γωs be the auxiliary decoder of a
student model, we formulate the post-processing loss as

Lpost
mim = Lmim( fθs ◦ γωs(x

vis),xmasked)+λLatt . (10)

Following Ref. [36], we distill only teacher knowledge through attention loss. λ > 0 controls
the attention loss weight.
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4 Experiments
In experiments, we performed SSL with mask-guided attention bias and ViT encoder post-
processing. Then, we performed to linear probing evaluation to measure the decodability of
its feature representations. To evaluate label efficiency, we performed 1% and 10% labeled
data fine-tuned evaluations for few-shot image recognition. As a practical downstream task
evaluation, we performed full-data fine-tuning. In addition, we conducted various ablation
studies and analyses for deeper understanding.

Experimental Setup. We selected DINO [7] and MAE [18] as baseline CL and MIM meth-
ods, respectively. We mainly used ViT-B and ViT-S encoders, and performed experiments on
ImageNet100 [30]. ImageNet100 is a subset of ImageNet1k, containing 100 classes. There
are about 1,300 samples for each class. We used publicly available ViT/H SAM trained with
SA-1B dataset [20]. As key hyperparameters for our method, we set the maximum number
of masks c = 5, the number of prompts z = 1024(32× 32), and λ = 1 in post-processing.
More details are provided in the supplementary material.

4.1 Image Classification
First, we compared the baseline SSL and our method on ImageNet100. Table 1 shows the
results for ImageNet100. Adding mask-guided attention bias resulted in accuracy gains over
the use of vanilla MAE and DINO. Our method resulted in particularly large accuracy gains
for linear probing in MAE. This shows that our method can provide a ViT encoder semantic
guidance that improves the SSL process, especially for MAE, which has low representation
abstraction. Our method also improves fine-tuning accuracy for both MAE and DINO in
almost all of architectures, token resolutions and training epochs.

Method Arch Epochs Linear Fine-tuned on
1% 10% 100%

DINO ViT-S/16 300 81.9 68.6 82.3 88.0
DINO + our method ViT-S/16 300 81.7 (↓ 0.2) 68.7 (↑ 0.1) 82.8 (↑ 0.5) 88.7 (↑ 0.7)
DINO ViT-S/16 600 82.5 70.9 82.8 88.3
DINO + our method ViT-S/16 600 81.3 (↓ 1.2) 71.2 (↑ 0.3) 83.0 (↑ 0.2) 88.3
DINO ViT-S/8 300 84.9 70.5 83.6 89.1
DINO + our method ViT-S/8 300 84.2 (↓ 0.7) 69.2 (↓ 1.3) 84.1 (↑ 0.5) 89.5 (↑ 0.4)
MAE ViT-B/16 1600 73.3 64.8 78.5 88.1
MAE + our method ViT-B/16 1600 77.1 (↑ 3.8) 65.0 (↑ 0.2) 79.0 (↑ 0.5) 88.6 (↑ 0.5)
MAE ViT-B/16 3200 76.9 66.2 79.8 88.4
MAE + our method ViT-B/16 3200 79.2 (↑ 2.3) 66.9 (↑ 0.7) 80.2 (↑ 0.3) 88.7 (↑ 0.3)
MAE ViT-B/8 1600 78.1 76.3 85.7 89.9
MAE + our method ViT-B/8 1600 81.3 (↑ 3.2) 76.6(↑ 0.3) 85.8 (↑ 0.1) 90.2 (↑ 0.3)

Table 1: Evaluation results for ImageNet100

SSL method Mask-guided attention bias Post-processing Linear
MAE - - 73.3
MAE + our method (1st phase) ✓ - 77.2 (↑ 3.9)
MAE + our method - - 76.0 (↑ 2.7)
MAE + our method (2nd phase) - ✓ 77.1 (↑ 3.8)

Table 2: Ablation study for post-processing
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Prompt setting Average mask ratio (%) SSL performance (linear prob.)
8 x 8 grid 70.4 76.6

16 x 16 grid 72.0 77.0
32 x 32 grid 72.7 77.1

Table 3: Comparison with SAM prompt settings

Input 8×8 grid prompts 16×16 grid prompts 32×32 grid prompts

Figure 3: Examples of SAM masks with different prompts

SSL method Positive relations Negative relations Linear
MAE - - 73.3
MAE + our method ✓ - 76.8 (↑ 3.5)
MAE + our method - ✓ 74.1 (↑ 0.8)
MAE + our method ✓ ✓ 77.1 (↑ 3.8)

Table 4: Ablation study for mask relation encoding design

4.2 Ablation Study

We conducted various ablation studies to investigate the effectiveness of our method. Un-
less otherwise noted, we used MAE with ViT-B/16 trained by 1600 epochs in these ablation
studies.

Importance of Post-processing. We evaluated the importance of our post-processing method
in linear probing. Table 2 compares the our SSL method with and without post-processing,
showing that the post-processing maintains first-phase performance as in the case without
mask-guided attention bias. This means our post-processing can distill guidance as mask-
guided attention bias to a student model. Surprisingly, a pretrained model without our post-
processing still outperforms the baseline, indicating that our guidance encourages not just
self-attention, but also the whole SSL process.

Evaluation of Prompt Settings Given to SAM. SAM prompts are important parameters
in our method because the mask quality depends on the prompts. Therefore, we compared
several SAM prompts and evaluated SSL performance. Table 3 shows the results and Fig 3
shows the examples of SAM masks. Note that SAM outputs more detailed masks as the
number of points increases, providing more effective guidance to SSL.

Mask Relation Encoding Design. We compared the effectiveness of mask-guided attention
bias for positive and negative relations. Table 4 shows the results of linear probing for each
attention bias. We note that the attention bias for positive relations is more effective for SSL.
However, the attention bias for negative relations too contributes to SSL, so our MRE design
exploits both positive and negative relations.
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a) Average value of attention bias b) Standard deviation of attention bias

Figure 4: Analysis of trained mask-guided attention bias in MAE with ViT-B/16. a) Av-
eraged value across each head of mask-guided attention bias. b) Standard deviation across
each head of mask-guided attention bias.

SSL method Epochs multi heads setting multi layers setting Linear
MAE 1600 - - 73.3
MAE + fixed attention bias 1600 - - 72.8 (↓ 0.5)
MAE + learnable attention bias 1600 - - 74.1 (↑ 0.8)
MAE + learnable attention bias 1600 ✓ - 74.6 (↑ 1.3)
MAE + learnable attention bias 1600 ✓ ✓ 77.1 (↑ 3.8)

Table 5: Comparison with mask-guided attention bias designs. Note that 1 is set for positive
relations and −1 is set for negative relations as "fixed attention bias.

4.3 Further Analysis

Trained Mask-guided Attention Bias. We observed mask-guided attention bias trained by
MAE. Fig 4 shows the trained mask-guided attention bias averaged across the heads. Gen-
erally, attention biases for positive relations are larger than those for negative relations, and
negative relations are negative values. This indicates that self-attention emphasizes attention
with respect to tokens belonging to the same mask, and that mask-guided attention bias can
provide semantic guidance based on those masks. In addition, trained mask-guided attention
bias shows diversity across the heads, seemingly contributing to multi-head self-attention.
As an interesting phenomenon, we observe that trained mask-guided attention biases have
larger shallow layers than deep layers. This suggests that the ViT encoder aggressively ex-
ploits semantic guidance from SAM when the image’s original spatial information is more
preserved. Based of this observation, we evaluate the design of mask-guided attention bias.
Table 5 shows that the learnable setting and an expanding design to multiple heads and layers
effectively contribute the SSL performance.

5 Conclusion
Focusing on the potential of SAM-generated masks, we proposed mask-guided attention bias
as a novel SSL method. We showed that SSL with mask-guided attention bias can improve
feature representations over those of vanilla DINO and MAE. Extensive ablation studies
showed that mask-guided attention bias encourages SSL by exploiting semantics from masks
and effectively works at each head and layer.
Limitations: Due to a limited computation budget, we performed experiments on small
datasets such as ImageNet100 and limited ViT architectures. In the future, we will evaluate
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our method on larger datasets and more varied ViT architectures, such as the Swin trans-
former [23].
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