
Cost-Sensitive Learning for Long-Tailed 
Temporal Action Segmentation

Ø Long-Tailed Distribution & Effect

I. Motivation

Ø Bi-level Learning Bias

Class-level

q The tail converges more slowly than the Head. q Common transitions are better learned.

Transition-level
{SIL, pour_oil, take_bowl} → take_eggs

ASFormer on Breakfast

II. Confusion Tensor

classifier ground truth

prediction

previous action

• Class Accuracy • Transition Accuracy

Ø Objective – Maximize per-class accuracy, ensuring
equal attention to each class

III. Cost-Sensitive Learning with Constraint Optimization

Ø Constraint – Reduce transition learning bias, penalizing
under-learned transitions

Lagrangian min-max ITERATIVELY optimize the classifier 
and the multipliers

①

②

Ø Datasets – Breakfast, 50salads, Assembly101
Ø Metrics – [per class] Balanced accuracy, F1 score.

[global] accuracy, F1 score, Edit distance.
Ø Backbones – MSTCN, AsFormer, DiffAct

1. Per-class & global results 2. Group-wise results

IV. Results

3. Evolution of Transition
Accuracy & Multipliers

equivalent to minimizing a re-weighted loss
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