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Abstract

Temporal action segmentation in untrimmed procedural videos aims to densely la-
bel frames into action classes. These videos inherently exhibit long-tailed distribu-
tions, where actions vary widely in frequency and duration. In temporal action seg-
mentation approaches, we identified a bi-level learning bias. This bias encompasses
(1) a class-level bias, stemming from class imbalance favoring head classes, and (2)
a transition-level bias arising from variations in transitions, prioritizing commonly ob-
served transitions. As a remedy, we introduce a constrained optimization problem to
alleviate both biases. We define learning states for action classes and their associated
transitions and integrate them into the optimization process. We propose a novel cost-
sensitive loss function formulated as a weighted cross-entropy loss, with weights adap-
tively adjusted based on the learning state of actions and their transitions. Experiments on
three challenging temporal segmentation benchmarks and various frameworks demon-
strate the effectiveness of our approach, resulting in significant improvements in both
per-class frame-wise and segment-wise performance. Code is availabel at https:
//github.com/pangzhan27/CSL_LT-TAS.

1 Introduction

Temporal action segmentation identifies actions in untrimmed procedural video sequences.
These sequences often exhibit a long-tail distribution as shown in Fig. 1 (a) with tail actions
that occur less frequently or have shorter durations. Despite this, state-of-the-art methods
often overlook the long-tail, failing to recognize tail actions. For example, AsFormer [52]
and DiffAct [31] exhibit zero accuracy on 5 and 4 out of 48 actions on Breakfast (see
Fig. 1 (a) and Supplementary). The long-tail issue in action segmentation remains unex-
plored [10, 13, 14, 43, 52] due to the widespread use of global evaluation metrics across all
samples which obscure the poor performance on tail actions.
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Figure 1: (a) Long-tail action distribution on Breakfast [24]. The long-tail distribution re-
sults in low accuracy on tail actions with AsFormer [52]. (b) Left: Head-tail loss curve shows
slow convergence rate on tail actions, demonstrating the class-level learning bias. Right: Ac-
tion ‘take_eggs’ from tail shows skewed transition distribution(pie chart), i.e., different tran-
sitions from { ‘SIL’, ‘pour_oil’, ‘take_bowl’} to ‘take_eggs’, and transition learning bias(loss
curve, where common transition from ‘pour_oil’ are better learned than ‘take_bowl’)

Long tail learning on videos has predominantly been explored in action recognition [35,
54]. Action recognition [12, 29, 40] aims at classifying trimmed video clips as a whole, while
temporal action segmentation focuses on frame-wise classification of untrimmed videos, ne-
cessitating the modeling of temporal dynamics and action transitions for precise segmenta-
tion. Conventional solutions to long-tail learning focus on reducing the class imbalance via
loss re-weighting [9, 30], logit adjustment [32, 47], and post-hoc adjustment [21, 32]. These
approaches operate under a class-independent assumption, overlooking temporal dependen-
cies and dynamics in temporal action segmentation, thus leading to inaccurate segments and
transitions. Consequently, striking a balance between improving segmentation accuracy and
minimizing adverse impacts on learned temporal dynamics poses a significant challenge.

Our paper addresses the long tail issue in temporal action segmentation, bridging the
research gap of long-tailed learning for untrimmed videos. Empirically, we observe a bi-
level biased learning process attributed to the long-tail problem.

• Class imbalance leads to a class-level learning bias, which prioritizes learning head
over tail actions, leading to different class convergence rates (Fig. 1 (b) Left). How-
ever, unlike the typical over-fitting to tail observed in long-tailed image classification
and segmentation [2, 18, 38, 39, 48], we observe under-learnt tail actions in temporal
segmentation. This is because the learning of tail is suppressed due to the temporal
continuity of frame representation, see Fig. 2. Distinctly separating two consecutive
actions, one being head and the other tail, is challenging as they share similar frame
representations, especially at segment boundaries. This similarity in representation
hinders independent learning of tail actions without adversely affecting head actions.

• Variations in action transitions introduce a transition-level learning bias. In Fig. 1 (b)
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Right, for action ’take_eggs’, the transition distribution from ’pour_oil’ or ’take_bowl’
to ’take_eggs’ is skewed. We observe a higher frequency of ’take_eggs’ preceded
by ’pour_oil’. Such frequent transitions, e.g. from ’pour_oil’, tend to form stronger
associations, resulting in learning gaps across transitions. For instance, ’take_eggs’ is
more easily detected when preceded by ’pour_oil’ compared to ’take_bowl.

To address these biases, we propose utilizing the class-wise accuracy to evaluate ac-
tion learning state and transition-wise accuracy for transition learning state. These evalu-
ations determine if an action or its transition is over- or under-learned by comparing them
to their respective average accuracy. We design a constrained optimization problem tar-
geting a balanced accuracy to reduce class-level bias. Constraints on temporal transition
learning are also imposed to address transition-level bias. Incorporating these constraints
into a deep learning framework is nontrivial. To tackle this, we reframe the optimization
as a Lagrangian min-max problem, which can be optimized by minimizing a surrogate cost-
sensitive loss function. Our new loss function, a weighted cross-entropy formulation, adjusts
weights adaptively based on the learning state of actions and their transitions.

Our contributions can be summarized as: (1) identifying the bi-level learning bias and the
under-learned tail classes in temporal action segmentation, which differs from the common
over-fitting trends observed in other tasks, (2) proposing a cost-sensitive loss that addresses
these biases via a constraint optimization formulation, (3) conducting extensive evaluations
on different backbones and datasets, showcasing notable performance improvements.

2 Related works
Temporal Action Segmentation employs various architectures such as temporal convolu-
tional networks (TCN) [13, 25, 26, 27, 43], transformers [1, 52], and diffusion models [31].
These architectures expand the temporal receptive field [13, 43] and aggregate temporal
dynamics [1, 52], facilitating information exchange across frames. To address the over-
segmentation in such backbones, several approaches like boundary smoothing [20, 50] and
refinement [1] has been proposed. Moreover, to incorporate temporal constraints in these
backbones, differentiable temporal logic [51] and activity grammar [15] are utilized.
Long-Tail Learning involves various techniques. Re-sampling methods either undersample
the head [2, 3, 42] or oversample the tail [11, 16]. Re-weighting assigns different weights
to classes [9, 19, 49] or samples [30, 37]. Logit adjustment modifies margins based on class
priors [4, 32] or compensation terms [46, 47, 55]. Post-hoc adjustment includes normalizing
classification weights [21, 22, 53] or modifying thresholds [7, 23]. These methods have been
extended to object detection/segmentation [28, 46] and video classification [35, 54].

Temporal action segmentation differs from these tasks due to temporal correlations be-
tween frames and segments. The long-tail issue in this domain remains unexplored. Our
work addresses the long-tail in temporal action segmentation, aiming to tackle learning bi-
ases while accounting for temporal dynamics.

3 Method
In temporal action segmentation, a classifier f maps a video sequence X ∈ RD×T represented
with pre-computed features [5] to a sequence of actions Y ∈ [L]T . Here, D is the feature
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Figure 2: The t-SNE of the frame-wise rep-
resentations for a video of making cereal ex-
hibits a strong temporal continuity. Figure 3: Transition-based confusion tensor.

dimension, T indicates the number of frames, and L represents the number of classes. Clas-
sifier f is typically a neural network backbone such as MSTCN [13] or AsFormer [52],
where segmentation is usually framed as frame-wise classification.

Our paper presents a cost-sensitive learning framework to tackle the long-tail issue in
action segmentation. We evaluate the learning states of both actions (class-level) and action
transitions (transition-level) using a transition-based confusion tensor in Section 3.1. We
then formulate a learning-aware constrained optimization problem that is transformed it into
a new cost-sensitive loss [17, 33, 36] in Section 3.2. We provide details on training with the
cost-sensitive loss and a new post-processing technique for inference in Section 3.3.

3.1 Class- & Transition-level Learning States
A video sequence with N actions and T frames can be labelled either on a frame-wise basis,
Y = {yt}T

t=1, with frame index t, or on a segment-wise basis, Y = {an}N
n=1, with segment

index n. The action segment an = (sn,en, ln) represents a segment with start time sn, end
time en, and label ln. For a timestamp t ∈ [sn,en], its frame label yt = ln.

To reduce the class-level learning bias, it is important to guarantee all classes are equally
learned, namely achieving a uniform learning across classes. Similarly, all transitions should
be learned equally to reduce transition-level learning bias. We assess the learning state for an
action or a transition during training using its corresponding accuracy on training set. This
can be calculated with a transition-based confusion tensor. Given a classifier f , the i jkth

entry of its confusion tensor C is defined as

Ci, j,k[ f ] = E(X ,Y )[1(yt = i, ŷt = j,ut = k)] (1)

where for the t th frame, yt is the ground truth, ŷt is the prediction from f , ut represents the
previous action of the current frame, namely, ∀t ∈ [sn,en],yt = ln,ut = ln−1, with l−1 = ’start’.

Based on the confusion tensor C, we can derive the corresponding confusion matrix M
and transition matrix T shown in Fig. 3 as

Mi, j[ f ] = ∑
k

Ci, j,k[ f ], Ti,k = ∑
j

Ci, j,k[ f ] (2)
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Note the transition matrix T remains constant regardless of the classifier f . It can be de-
rived solely from the training dataset and remains consistent across variants of models or
initialization. For simplicity, we omit the dependency of T on f .

Then, for an action class i with a transition from another class k, k ̸= i, the learning states
for class i and the transition associated i and k are formulated as the corresponding accuracy:

Acci[ f ] =
Mi,i[ f ]

πi
=

∑k Ci,i,k[ f ]
πi

, Tacck→i[ f ] =
Ci,i,k[ f ]

Ti,k
, (3)

where πi is the class prior p(y = i) = ∑k Ti,k.

3.2 Cost-sensitive Learning with Constraint Optimization
We propose a new learning objective to mitigate class-level learning bias. The objective is to
maximize per-class accuracy max

f
∑i Acci[ f ], ensuring equal attention to all classes.

To further reduce the biased transition learning, we define transition constraints to reduce
the learning variance. Let VT denote the set of valid action transitions observed in the training
set; specifically, VT = {(k→ i),Ti,k > 0}. One way to regularize the transition learning is to
penalize under-learned transitions:

∀(k→ i) ∈VT , Tacck→i[ f ]≥ εTacc, where Tacc =
1
|VT | ∑

(k→i)∈VT

Tacck→i[ f ], (4)

where ε is a tolerance hyperparameter which set to 0.9 in our implementation. Tacc is the
average accuracy over all transitions. To simplify the problem, we detach Tacc from the
classifier f , i.e., Tacc is not considered as a function of f . We set it as a parameter and
update it every epoch during training.

Then, the objective on per-class accuracy and above constraints combine to the problem:

max
f

∑
i,k

Ci,i,k[ f ]
πi

s.t. ∀(k→ i) ∈VT ,
Ci,i,k[ f ]

Ti,k
≥ εTacc. (5)

Optimizing Eq. (5) with constraints is challenging. A common strategy is to relax the
constraints and reformulate the objective as a Lagrangian. Eq. (5) can be reformulated as an
equivalent Lagrangian min-max problem L( f ,λ ) by introducing Lagrange multipliers λ :

max
f

min
λ∈R+

∑
i,k

Ci,i,k[ f ]
πi

+∑
i,k

1(Ti,k > 0)λi,k

(
Ci,i,k[ f ]

Ti,k
− εTacc

)
Ti,k

πi
, (6)

where a constant term Ti,k
πi

for a given transition pair k→ i is multiplied by each transition
constraint to balance the magnitudes between the objective and constraints.

The Lagrangian is solved iteratively by maximizing f while fixing the multipliers λ

and minimizing λ while keeping f fixed. In practice, instead of the full optimization at
each max/min iteration, we only take a few update steps for gradient descent to update the
classifier f and for projected gradient descent to update the Lagrange multiplier. The detailed
training algorithm can be in Algorithm 1. There are theoretical guarantees on convergence
for the learned classifier [6, 8, 33].
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Algorithm 1 Optimizing Per class Accuracy with Transitional Constraints

Input: Training set D, Class prior π ∈ RL
+ and transition prior T ∈ RL×(L+1)

+ derived
from D, Learning rate for multiplier γ ∈ R+, Cost-sensitive loss function l, Lagrangian ob-
jective L

Initialize: Classifier f , Multiplier λ ∈ RL×(L+1)
+

1: for epoch l← 0, . . . ,N do
2: // Update G
3: Calculate the gain tensor G based on π , T , and λ

4: // Update f
5: f l+1 ∈ argmin f

1
|D| ∑(X ,Y )∈D l(yt , ŷt ,G) // Y = {yt}

6: // Update λ

7: Ci, j,k[ f l+1] = 1
|D| ∑(X ,Y )∈D 1(yt = i, ŷt = j,ut = k) // calculate confusion matrix

8: Calculate Tacc based on T and C[ f l+1]
9: λ

l+1
i,k = max{λ l

i,k− γ∇λi,k
L,0} // gradients are calculated based on Tacc

Step 1. Maximizing the Lagrangian L( f ) with fixed λ leads to the following objective:

max
f

∑
i,k

Gi,i,kCi,i,k[ f ]+ constant, (7)

where G is a gain tensor representing the gain of the correct classification and transition,
while ‘constant’ absorbs terms not depending on f . Given a transition from action k, the
slice G:,:,k from the gain tensor G is a diagonal matrix, and Gi,i,k = (1+1(Ti,k > 0)λi,k)/πi.
Optimizing Eq. (7) is equivalent to minimizing a re-weighted loss in Eq. (8), which is proven
to be calibrated for this diagonal gain matrix [33, 34]. See Supplementary for the proof.

lCE(yt ,ut ,X) =−Gyt ,yt ,ut log(p(yt | X)) (8)

The formulation in Eq. (7) represents a more generalized form of cost-sensitive learn-
ing [33]. Standard cost-sensitive learning is typically formulated as naive reweighting based
on the class frequency, treating each class independently. In contrast, our proposed reweight-
ing factor Gi,i,k considers class inter-dependencies, incorporating an extra term that mod-
els the transitions as shown in Eq. (9). This extra term allows adaptive adjustment of the
reweighting factor for a given action based on its current transition learning state.

Gi,i,k =
1
πi︸︷︷︸

action prior

+
λi,k1(Ti,k > 0)

πi︸ ︷︷ ︸
transition learning state

(9)

Step 2. Minimizing the Lagrangian L(λ ) is done by projected gradient descent. The
gradients of the Lagrangian objective L in Eq. (6) with respect to λ is estimated as ∇λL.
The multipliers λ are updated with gradient descent and projected back to R+ as

λ
(l+1) = max{0,λ (l)− γ∇λL}, (10)

where γ is the step size for updating the multipliers, l is the iteration index.
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3.3 Training and Inference
Empirically, over-emphasizing the per-class performance will hurt the global performance.
To achieve a better trade-off, we introduce a hyper-parameter, τ , to modify the gain tenser as
G̃i, j,k = Gτ

i, j,k for the frame-wise loss in Eq. (8) as

lCE(yt ,ut ,X) =−Gτ
yt ,yt ,ut log(p(yt | X)) (11)

A small τ will smooth the weights of the loss function, favoring global performance. Con-
versely, a large τ emphasizes reducing biased learning and enhancing per-class performance.
We estimate the confusion tensor C every epoch on training set to update Lagrangian multi-
pliers λ and the gain tensor G. Importantly, this modification only affects training, leaving
the inference stage unchanged.

Similar to [21], we identify that the final classifier is biased. Inspired by Nearest Class
Mean(NCM) [44], we propose a new post-processing technique to further mitigate the long-
tail impact. Specifically, instead of relying on the classifier, we make predictions using frame
representations based on NCM, which involves computing mean representations for each
class and performing nearest neighbor search using Euclidean distance. Applying frame-
level NCM, however, disregard the temporal continuity and lead to over-segmentation. We
propose Segment Nearest Class Mean (S-NCM) to address this. As in Eq. (12), we first
leverage the classifier’s predictions ŷ to detect segment boundaries b and then utilize frame-
wise NCM predictions v̂ for labelling each segment through major voting, namely the frames
in each segment share the same prediction ỹ. The segment label is determined by selecting
the most frequent prediction (mode) from all frame-wise NCM predictions v̂.

ỹbi:bi+1 = mod(v̂bi , v̂bi+1, · · · , v̂bi+1) where b = {t, if ŷt ! = ŷt+1, ∀t ∈ [1,T −1]} (12)

4 Experiments

4.1 Dataset, Implementation, and Evaluation
Dataset. We evaluate our framework on three benchmarks: Breakfast Actions [24], 50Sal-
ads [45] and the recently released Assembly101 [41]. Breakfast comprises 1712 videos for
breakfast preparation, featuring 48 action classes with an average duration of 2.3 minutes.
Assembly101 has a collection of 4321 videos focused on assembling and disassembling toys,
with an average length of 7.1 minutes and 202 coarse action classes. 50Salads contains 50
videos of making mixed salads, involving 19 actions.We split the actions in these datasets
into Head and Tail groups based on the class frequency as in Table 1 and evaluate the perfor-
mance of different methods on each group.

Table 1: Head/Tail class split criterion.

Dataset Head Tail
#classes #frames #classes #frames

Breakfast 20 ≥ 5×104 28 ≤ 5×104

50salads 6 ≥ 4×104 13 ≤ 4×104

Assembly101 31 ≥ 1.8 ×105 171 ≤ 1.8 ×105

Implementation details. We consider three backbones: a temporal convolution model
MSTCN [13], a transformer model ASFormer [52], and a state of the art diffusion-based
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Table 2: Per-class & global result summary across datasets and backbones over 3 runs. The
column ’G_F1’ represents the global F1 score with IOU threshold 0.25 over all samples.

Model Breakfast 50salads Assembly101
Per class G_F1 Per class G_F1 Per class G_F1F1@{10,25,50} Acc. F1@{10,25,50} Acc. F1@{10,25,50} Acc.

MSTCN [13] 48.1 44.8 36.9 49.1 57.9 78.8 76.4 67.6 75.6 75.9 7.5 6.6 4.8 8.3 27.2
+ CB [9] +0.9 +0.7 +0.3 +0.6 0.0 -0.6 -0.2 -0.8 -0.3 -0.4 +1.8 +1.7 +1.2 +1.5 -0.5
+ LA [32] +1.0 +1.1 +0.1 +1.4 0.0 -0.2 -0.7 0.0 -0.3 -0.7 +2.1 +1.4 +1.2 +1.2 -1.1

+ Focal [30] +0.2 -0.3 -1.2 -0.5 -0.4 +0.6 +0.5 +1.0 +0.4 +0.2 +1.9 +1.6 +0.5 +1.4 -0.2
+ τ-norm [21] -1.1 -1.0 -1.0 -0.8 -0.9 -0.6 -0.5 -0.2 +0.2 -0.6 +0.1 +0.2 +0.1 -0.2 +0.2

+ ours(S-NCM) +8.1 +8.1 +5.7 +3.7 +6.1 +2.8 +3.1 +3.2 +1.7 +3.1 +4.1 +3.3 +2.0 +2.6 +2.3
ASFormer [52] 57.9 54.7 45.4 52.3 69.9 85.1 82.6 75.3 81.5 82.3 9.2 7.6 5.2 9.2 30.4

+ CB [9] +0.8 +1.0 +0.9 +0.8 -0.2 +0.2 +1.0 +0.9 +0.2 +0.9 0.0 -0.1 0.0 +0.2 -2.2
+ LA [32] +1.4 +1.0 +1.3 +0.5 -0.2 +0.2 +0.9 +1.5 +0.4 +0.9 -0.1 +0.4 +0.1 +0.3 -1.9

+ Focal [30] +1.0 +1.2 +0.4 -0.3 +0.5 +0.7 +0.8 +1.1 -0.3 +1.2 +1.5 +2.1 +1.1 +1.7 -0.1
+ τ-norm [21] 0.0 +0.2 +0.4 +0.8 -0.8 -0.1 0.0 +0.1 +0.1 -0.1 -1.9 -2.1 -1.3 -1.0 -7.7

+ ours(S-NCM) +3.1 +3.2 +3.6 +2.8 +0.5 +1.5 +2.2 +3.1 +1.6 +1.7 +4.3 +4.5 +3.5 3.5 +1.3

model DiffAct [31]. All models are retrained using the released source codes based on I3D
features [5] pre-trained on Kinetics. Results on Breakfast and 50salads are reported based on
standard 4- and 5-fold splits respectively, while for Assembly101, we employ the provided
train-val-test split and report test results. All long-tailed methods are trained with the same
settings as the original baseline.
Evaluation metrics. Three commonly used metrics [13, 43, 50, 52] are: frame-wise accu-
racy (Acc.), segment-wise edit score (Edit), and F1 score with IoU thresholds of 0.10, 0.25
and 0.50 (F1@10/25/50). Conventionally, these metrics are tabulated globally over all the
frames, obscuring the performance of tail actions. To emphasize the performance of tail ac-
tions, we use balanced metrics commonly used in long-tailed works[21, 46, 47]. Specifically,
we calculate the average of recall scores per class for frame-wise accuracy and use the per-
class F1 score for the segment-wise evaluation. Under the long-tailed learning setting, we
primarily report per-class performance in the main results. Please refer to the Supplementary
for global metrics like Edit score, global accuracy, and global F1.

4.2 Benchmark Results
Compared to existing long-tail methods (Table 2), our approach demonstrates superior per-
class performance across all datasets and backbones. Existing methods such as CB [9] strug-
gle with locating transitions; our method leverages constraints to detect transition bound-
aries and has substantial improvements in F1 scores. For example, we surpass the second
best model LA [32] on F1 score by 8.3%, 3.5%, and 3.0% for Breakfast, 50Salads, and
Assembly101 respectively for MSTCN backbone. Additionally, our approach has strong
frame-wise accuracy because it dynamically adjusts the learning focus based on action and
transition learning states. Competing methods such as CB [9] employ class-wise reweighting
without considering the learning state. Focal loss [30] overemphasises frames at transition
boundaries, even though these are ambiguous [10, 31]. Due to space constraints, we present
the global performance of F1@25 score. Other global results can be found in Supplementary.
The results demonstrate our method’s ability to balance per-class and global performance.

Table 3 compares head versus tail group performance. Our methods’ emphasis on tran-
sitions allows us to improve segment-wise performance for both head and tail classes. From
a frame-wise perspective, our approach boosts tail classes without compromising the head
classes. Notably, Focal loss [30] predominantly focuses on hard boundary frames from head
classes due to their high frequency, thereby primarily improving head rather than tail classes.
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Table 3: Group-wise result summary across datasets and backbones.

Model Breakfast 50salads Assembly101
Accuracy F1@25 Accuracy F1@25 Accuracy F1@25

Head Tail Head Tail Head Tail Head Tail Head Tail Head Tail
MSTCN 65.1 37.7 53.3 38.7 87.7 70.0 85.7 72.1 33.9 4.7 26.3 3.9
+ CB [9] 64.1 39.3 54.1 39.4 88.4 69.3 85.3 72.0 34.8 6.8 28.1 6.0
+ LA [32] 64.4 40.6 56.0 38.7 87.5 69.6 86.0 71.0 34.3 6.4 27.1 5.8

+ Focal [30] 66.1 36.1 53.6 38.0 88.3 70.3 84.8 73.3 35.3 6.6 26.3 6.4
+ τ-norm [21] 65.3 36.2 52.7 37.4 87.6 70.3 85.1 71.6 34.0 4.3 25.9 4.2

+ ours(S-NCM) 65.3 44.0 64.5 44.6 87.8 72.5 87.7 75.7 34.1 8.7 31.7 7.6
ASFormer 69.7 39.8 69.9 43.9 90.6 77.4 87.5 80.3 35.2 5.7 29.0 4.8
+ CB [9] 70.2 40.8 71.2 44.7 90.9 78.0 88.4 81.4 35.4 5.9 26.5 5.2
+ LA [32] 70.2 40.4 71.2 44.7 90.3 78.1 89.0 81.1 36.1 5.9 27.5 5.7

+ Focal [30] 69.9 39.1 71.3 44.9 89.7 77.3 88.1 81.8 36.2 7.9 29.4 7.9
+ τ-norm [21] 69.6 41.3 69.9 44.3 90.4 77.5 87.7 80.2 32.2 4.9 21.8 3.2

+ ours(S-NCM) 69.7 44.7 72.5 47.5 90.9 79.5 90.1 82.6 35.7 10.9 33.9 10.5

We further evaluate our method with the SOTA DiffAct [31] backbone on Breakfast.
Results in Table 4 demonstrate the effectiveness of our method on improving per class per-
formance, particularly on tail actions, without sacrificing the global performance.

Table 4: Diffusion backbone trained on Breakfast. Left - per class & global performance;
Right - group-wise performance.

Model Per class G_F1F1@{10,25,50} Acc.
DiffAct [31] 63.3 61.5 53.6 56.2 75.5

+ CB [9] -0.4 -0.5 -0.4 0.0 +0.3
+ LA [32] -0.2 -0.4 -0.1 +0.9 +0.1

+ ours(S-NCM) +0.9 +0.5 +0.4 +1.8 +0.4

Accuracy F1@25
Head Tail Head Tail
74.9 42.8 77.6 49.9
74.1 43.3 77.5 49.1
75.4 44.5 78.1 49.0
74.5 46.4 77.6 50.8

4.3 Ablation Studies and Analysis
Components. We evaluate the contributions of the objective function (for class-level bias)
and transitional constraints (for transition-level bias) in our proposed constraint optimiza-
tion Eq. (5), alongside segment-wise post-processing S-NCM in Table 5. Incrementally
incorporating the objective function and transitional constraints progressively enhances per-
formance. When applied to the naive frame-wise NCM, despite significantly improving
per-class accuracy, we observe a noticeable decline in the global F1 score due to over-
segmentation. Our proposed S-NCM effectively tackles the over-segmentation issue, thus
outperforming the naive NCM. Notably, even without the S-NCM component, our proposed
cost-sensitive learning framework substantially enhances per-class performance while main-
taining global performance. The inclusion of S-NCM further boosts the final results.

Table 5: Impact of components on AsFormer. First row is the baseline with no components.

Objective Constraint NCM S-NCM
Breakfast Assembly101

Per class G_F1 Per class G_F1F1@{10,25,50} Acc. F1@{10,25,50} Acc.
✗ ✗ ✗ ✗ 57.9 54.7 45.4 52.3 69.9 9.2 7.6 5.2 9.2 30.2
✓ ✗ ✗ ✗ 58.4 55.6 46.4 52.9 69.8 11.2 8.9 5.8 10.7 29.8
✓ ✓ ✗ ✗ 60.6 57.3 48.5 54.4 70.8 12.4 11.3 7.7 12.1 29.9
✓ ✓ ✓ ✗ 59.7 56.4 46.7 55.0 67.9 11.0 9.3 6.3 11.3 23.1
✓ ✓ ✗ ✓ 61.0 57.9 49.0 55.1 70.3 13.5 12.1 8.7 12.1 31.7
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Impact of τ . Table 6 shows the impact of the hyperparameter τ , applied to gain tensor G.
This hyperparameter determines the learning balance between global and per-class perfor-
mance. A smaller τ results in smoother reweighting factors, prioritising global performance
but potentially obscuring the tail actions. Conversely, a large τ emphasises the learning of
tail class, favouring per-class performance. A τ set too large may overemphasise tail actions,
leading to performance drops. Compared to Breakfast, Assembly101 exhibits a larger scale
and greater imbalance. The hyperparameter τ for Assembly101 is then set to a smaller value.
More details regarding the selected τ can be found in Supplementary.

Table 6: Impact of threshold τ with Asformer.

τ
Breakfast Assembly101

Per class Global Per class Global
F1@25 Acc. F1@25 Acc. Edit F1@25 Acc. F1@25 Acc. Edit

0.1 56.6 53.4 69.9 71.8 74.0 12.1 12.7 31.7 40.8 32.9
0.3 57.9 55.1 70.3 72.1 73.4 10.6 11.5 30.9 40.3 31.5
0.5 57.4 54.9 69.9 71.8 72.4 10.8 11.5 30.1 39.0 31.1
0.7 56.8 54.6 67.3 71.1 69.7 10.6 12.2 28.3 37.1 29.9
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Figure 4: Transition accuracy and
Lagrangian multiplier, λ , curves during
training using AsFormer on Breakfast.

Lagrangian multiplier λ . We illustrate var-
ious types of evolution of accuracy and La-
grangian multipliers, λ , using transitions related
to the action ’butter_pan’ in Fig. 4. Our con-
straints penalise transitions with learning speed
slower than the average. An increasing multi-
plier indicates a violation of its corresponding
constraint. In this plot, we observe that transi-
tions to ’butter_pan’ from other actions exhibit
varying learning states. For example, the tran-
sition from ’stir_dough’, exhibits faster learning
speed, with its accuracy surpassing the average
accuracy, leading to its multiplier decreasing to
zero. Conversely, for less frequent transitions,
such as transition from ’spoon_flour’, the corresponding λ keeps increasing, indicating that
its learning state remains below average, prompting more attention towards this transition.

Computational cost. Our method requires additional computation costs for calculating the
confusion tensor. We estimate the confusion tensor at every epoch for the full training set,
which leads to a 30% longer training time. To mitigate this overhead, we could consider
sampling a subset of the training set or employ an exponential moving average approach.
The testing time complexity remains unaffected compared to the baseline.

5 Conclusion
We propose a constrained optimization approach to address the bi-level learning bias in
temporal action segmentation. The optimization includes an objective to reduce class-level
bias arising from class imbalance, and extra transition constraints to reduce transition-level
bias stemming from variations in transitions. The problem is transformed into a new cost-
sensitive loss function with adaptively adjusted loss weights. Experiments on challenging
benchmarks demonstrate the effectiveness of our approach.
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