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Abstract

Despite the considerable advancements achieved by deep neural networks, their per-
formance tends to degenerate when the test environment diverges from the training ones.
Domain generalization (DG) solves this issue by learning representations independent
of domain-related information, thus facilitating extrapolation to unseen environments.
Existing approaches typically focus on formulating tailored training objectives to extract
shared features from the source data. However, the disjointed training and testing pro-
cedures may compromise robustness, particularly in the face of unforeseen variations
during deployment. In this paper, we propose a novel and holistic framework based
on causality, named Mixstyle-Entropy, designed to enhance model generalization
by incorporating causal intervention during training and causal perturbation during test-
ing. Specifically, during the training phase, we employ entropy-based causal interven-
tion (EnIn) to refine the selection of causal variables. To identify samples with anti-
interference causal variables from the target domain, we propose a novel metric, home-
ostatic score, through causal perturbation (HoPer) to construct a prototype classifier in
test time. Experimental results across multiple cross-domain tasks confirm the efficacy
of Mixstyle-Entropy. Code is available at github.com/lytang63/MixstyleEntropy.

1 Introduction
Deep neural networks (DNNs) have achieved remarkable success in various computer vision
applications, including image classification and object detection tasks. However, Nonethe-
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less, their training relies on the assumption that the training and testing datasets are iden-
tically and independently distributed (IID) [2]. In real-world scenarios, this assumption is
often violated, leading to a marked degradation in the performance of models trained on the
source domain [18, 29, 51].

Domain generalization (DG) aims to enhance the generalization capacity of deep neu-
ral networks (DNNs) towards out-of-distribution (OOD) data. The challenge of OOD sce-
narios [23] has been tackled from diverse perspectives encompassing optimization, model
architecture, and data manipulation. Optimization-wise, diverse training strategies have
sought to cultivate domain-independent feature representations. These strategies include
explicit feature alignment [4, 14, 21, 41] and adversarial learning [13, 16]. Concerning
model design, enhancing generalization often involves meticulous crafting of DNN struc-
tures [34, 46, 55] or employing ensembles of multiple expert models [39, 74]. On the data
front, techniques like data augmentation [43, 60, 68] and generation are leveraged to en-
rich the diversity [5, 56, 73] of training samples. Additionally, approaches based on causal
learning [6, 9, 36] and meta-learning [4, 67] have also been explored.

However, mainstream DG strategies often overlook two pivotal limitations. Firstly, while
many methods prioritize domain invariance [12, 26, 30, 70], they often disregard spurious
correlations within features. For example, enforcing domain invariance can introduce spu-
rious correlations. Mixstyle [75] randomly selects instances and applies linear interpolation
to their statistical features, overlooking spurious correlations between semantic content and
image style. Secondly, expanding the feature space blindly can lead to intricate decision
boundaries. DSU [31] utilizes multivariate Gaussian distributions to construct virtual in-
stances. However, such an approach can compromise existing class embeddings, resulting
in reduced inter-class distances and rugged decision boundaries, as shown in Figure 3.

From the perspective of causal learning, the aforementioned approaches share a common
objective of extracting domain-invariant variables. A more insightful approach would be:
the process of extracting domain-invariant features should involve modeling data generation,
extracting causal relationships from observable variables [38], and isolating causal variables
used for classification.

Based on the discussion above, we aim to differentiate genuine domain-related variables
and intervene in the forward process. To this end, we propose Mixstyle-Entropy, a
straightforward yet efficacious DG approach. Mixstyle-Entropy consists of two key
components: Intervention and Perturbation. During training, we extract domain-related sta-
tistical features using theoretically derived feature entropy. We perform causal interven-
tions on samples in the embedding space to sever the association between domain-related
information and causal variables. This disentanglement enables the isolation of causal vari-
ables containing semantic information crucial for precise prediction. Moreover, we integrate
causal learning into the model deployment phase through Causal Perturbation, which ad-
justs embeddings towards the centroid of their respective classes. Additionally, we propose
a novel Homeostatic Score, to assess the interference resilience of causal variable branches
in a structured causal graph. Finally, we construct a prototype classifier suitable for the test-
ing domain using samples with stable causal relationships and progressively fit the target
distribution.
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Figure 1: The pipeline of the proposed Mixstyle-Entropy. Training: Extract visible
entropy and perform causal interventions on samples to sever the spurious connections be-
tween class and domain. Testing: Causal perturbation is applied to the testing samples, and
through the HomeoScore, a generalized classifier is built to adapt to the target domain.

2 Related Work

2.1 Causality and Domain Generalization
Causality is often used to establish connections between causal relationships and model gen-
eralization [10, 50]. Various techniques such as invariant causal mechanisms [17, 58, 66] and
restoring causal features [33, 53] have been proposed to boost OOD generalization. Earlier
work [15] ventured causal reasoning into domain adaptation, and others aimed to establish
causal links between class labels and samples [17, 27, 37, 49]. MatchDG [38] suggested a
domain generalization invariance condition via causal flow between labels. However, many
causality and domain generalization solutions rely heavily on restrictive assumptions about
causal graphs or structural equations, such as CIRL [36] employs dimensional representa-
tions to mimic causal factors, depending on only a highly generic causal structure model
without restrictive assumptions.

2.2 Online Parameter Updating
Online parameter updating, a technique typically improving model performance in unfamil-
iar testing domains, involves testing distribution alignment operations. The chief approaches
include Test-time training (TTT) [35, 59] and Test-time adaptation (TTA) [3, 20, 44, 64].
TTT enhances the model through self-supervised testing data tasks like rotation classifica-
tion [24]. TTA adjusts the model during testing without altering training, with Tent [64]
minimizing entropy for parameter updates, and SHOT [32] maximizing mutual information.
Some studies [7, 44, 65] explored TTA and continual learning amalgamation.

3 Methodology

3.1 Theoretical Insight
In this section, we explain the theoretical foundations of our work. Similar to the causal re-
lationship constructed by MatchDG [38], we present a Structural Causal Model (SCM) [54]
for DG task in Figure 1 SCM (a). For intuition, let’s consider an example inspired by
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Mixstyle [75]. Each domain (D) displays a unique ‘style’ for images from different do-
mains while the various objects (O) exhibit a semantic characteristic ‘shape’. XO are the
high-level causal features of O which induce the label Y . Note that another high-level proxy
feature XD in SCM is determined by the style of the given image. At the same time, this
style information comes from both D and O. Due to the common parent node O, XO and XD
are correlated, and D will inevitably influence the prediction of XO. However, we expect that
the class Y only relies on the casual feature XO of the object category. The SCM (a) can be
expressed as:

SCM (a) ∶ XO ∶= fXO (O,UXO) XD ∶= fXD (O,D,UXD)
X ∶= fX (XO,XD,UX) Y ∶= fY (XO,UY ) .

(1)

The variables {XO,XD,X ,Y} are the endogenous variables [25], and they have parent nodes
in causal graphs. Additionally, the implicit noise variable U , which includes all relevant
background conditions for the deterministic variable, is omitted from the causal graphs. Note
that the structural equation is a generalized expression of the variable conditional probability
distribution, the truncated factorization [47] and backdoor adjustment [47] techniques remain
applicable.

In the task of DG, a model is trained on the source training set Ds = {D1, . . . ,DS}(S ≥
2), and evaluated on the unseen target set The n-th source domain is denoted as Dn =
{(xi,yi,di)}Nn

i=1, where xi ∈RD represents the training data, yi = {1,2, . . . ,K} is the class label,
di = {1,2, . . . ,S} denotes the domain label. Source and target domains follow different data
distributions in the joint space X ×Y . Therefore, the optimization function (ERM) [62] can
be represented as follows:

argminE
(xi,yi,di)∈Ds[ℓ( f (xi) ,yi)], (2)

where ℓ(⋅, ⋅) quantifies the inconsistency between between predictions and labels.
To enhance the performance of domain-agnostic feature representations g(x) we employ

an entropy-based formulation as done by distribution-matching methods [1]. We follow
the methodology in MatchDG [38] and aim to learn a representation that is independent of
domain given class label. It can be interpreted as maximizing the entropy of domain given
class label, i.e, g∗(x) = argmaxH(d∣y,g(x)), the optimal g∗(x) satisfies H (d∣y,g∗(x)) =
H(d∣y).

Unlike MatchDG follows the assumption that xo á d∣y, we consider a more realistic sce-
nario whereby xo ̸ d∣y, i.e., P(xo∣y) varies across the domains. A simple example is that
although sharing the same label, the dogs depicted in the sketch exhibit significant differ-
ences in their morphological characteristics compared to those in the painting. In this case,
considering the correlation between XO and XD in SCM (a), we obtain the following:

H(g(x),d∣y)−H(d∣y) ⩽H(xo,xd ,d∣y)−H(d∣y). (3)

If xo á xd , the above equation can be simplified to:

H(g(x),d∣y)−H(d∣y) =H(xo,xd ,d∣y)−H(d∣y) =H(xo,d∣y)−H(d∣y) =KL(xo,d∣y).
(4)

Turning our attention to node XD under the aforementioned DG setup, xd changes across
domains, i.e., xd ̸ y∣d. Similar to the above analysis, we can also perform a causal analysis
on xd and obtain the formula for entropy. For simplicity, we denote the entropy feature
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representation as H(g(x)). The relationship between H(g(x)) and variables xo and xd can
be expressed by the following formula:

H(g(x))∝KL(xo,d∣y) H(g(x))∝KL(xd ,y∣d). (5)

In general, our goal is to minimize prediction error using the most ‘pure’ xo. We achieve
this by performing a causal intervention, using the do-operation do(⋅) [47] on xd . We aim
to remove domain-relevant information from the feature representation similar to CIRL [36]
and Mixstyle [75]. Ideally, we can eliminate the arrow pointing to XD, clip the causal rela-
tionship between O and XD, and remove the association between XO and XD in SCM (a). The
d-separation and perfect map assumption [48] are employed to obtain the category-related
semantic factors for prediction. Two critical aspects need to be considered, i.e., the specific
form of do(⋅) and the assumption of xd . In CIRL, the intervention is performed on xd by
mixing the amplitude information from other domains after Fourier transformation. How-
ever, due to the spurious correlation between O and D, the x′o of the intervened sample will
be introduced into the x′′o of nother samples. Therefore, careful selection of causal interven-
tion variables is crucial for improving the model’s generalization performance. Based on the
theoretical analysis above, we detail our approach in Section 3.2 and 3.3.

3.2 Training: Entropy Based Casual Intervention
Taking CNN as an example, the model f (x) =W⊺g(x) can be decomposed into a feature
extractor g(⋅) and a classifier. g(⋅) consists of multiple blocks with a stacking depth of
m, namely, g(⋅) = [g1(⋅),g2(⋅), . . . ,gm(⋅)]. As the input passes through every block, the
dimension of the feature space is expanded progressively until the local feature vector vi is
obtained for classification. Here, vi ∈Rc with indices i = {1,2, . . . ,hw}. The final prediction
scores F for K classes are computed before applying the softmax function in the following
way:

F =W⊺
1

hw
∑

i
vi =

1
hw
∑

i
W⊺vi. (6)

We aim to display the entropy of different local feature vectors vi using varying weights. We
denote W⊺vi as F̂i ∈RK . It represents the local class score vector of location i in the feature
map. The semantic information contained in each vi is extracted before the pooling opera-
tion. p̂i = softmax(F̂i) is the local class probability at location i. To compute the Shannon
entropy [57] of p̂i, we use H (p̂i) = −∑K

k=1 p̂i(k) log p̂i(k). Then we use a simple normal-
ization function Normalize(x) ∶= x−minx

maxx−minx , to map the elements to the range [0,1]. This
normalization process provides numerical information about the features, which is utilized
to generate the feature entropy mask:M =Normalize(H (p̂i)).

Then, channel duplication and spatial interpolation are applied inM to achieve scaling
without introducing extra parameters. Taking inspiration from normalization technique [45,
75], the statistics of features from instances to be observable and manipulable xd to achieve
causal intervention. During mini-batch training, features g(x) are randomly sampled from
the training data. Subsequently, g̃(x) is obtained by shuffle, the specific formula of shuffle,
σ(⋅), and µ(⋅) are shown in the supplementary material. We discussed in Eq. 4 that xd
variables in features with the maximum entropy and domain-related information is the most
relevant. Hence, we must filter the statistical features from g̃(x) to a significant extent to
ensure that xd comes from its domain. The simplest solution is to crop the featuremap and
its corresponding entropy into patches of equivalent sizes. Then choose the region with the
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maximum entropy M̃max
crop and the minimum entropy M̃min

crop, calculate mixed feature statistics
using the following:

γ̃mix = λσ(g(x))+(1−λ)σ(M̃max
crop⊙ g̃(x)) β̃mix = λ µ(g(x))+(1−λ)µ(M̃max

crop⊙ g̃(x))
γmix = λσ(g(x))+(1−λ)σ(Mmin

crop⊙g(x)) βmix = λ µ(g(x))+(1−λ)µ(Mmin
crop⊙g(x)),

(7)
where λ ∼Beta(α,α). The motivation for constructingMmax

crop comes from the second half of
Eq. 5 to achieve a better causal intervention plan and minimize the inclusion of class-related
variables from g̃(x) in the intervention sample, thereby preventing blurring of the classifi-
cation boundary in the feature space. The first half of Eq. 5 shows the relationship between
entropy, the causal variable xo, and domain-related information. The optimization goal for
the current intervention sample should also consider the relationship xo á d∣y. In addition,
we can strengthen the semantic features of the samples themselves byMmin

crop. Therefore, the
mini-batch EnIn is formulated as follows:

EnIn(g(x)) =
⎧⎪⎪⎨⎪⎪⎩

M⊙g(x)+ γ̃mix
g(x)−µ(g(x))

σ(g(x)) + β̃mix

γmix
g(x)−µ(g(x))

σ(g(x)) +βmix.
(8)

For simplification, during the forward pass of mini-batch training, EnIn is executed with
a probability of 0.5 without gradients, and not executed during the test.

3.3 Testing: Homeostatic Score Based Causal Perturbation

Most DG algorithms prioritize the training stage by focusing on extracting domain-independent
information from multiple source domains. Nevertheless, it is also crucial to deliberate how
to model the features of unlabeled data rationally during the testing phase, to counter the is-
sue of domain shift. Recent efforts [32, 64] utilize backpropagation to train the model on the
target domain or construct a prototype classifier and adjust it during testing [8, 20]. How-
ever, they neglect two aspects: (1) the samples used for constructing category prototypes
may inadequately represent the current category characteristics. (2) the samples affecting
the decision boundary are still disregarded.

Using the causal graph constructed above, we build a prototype classifier using causal
stable samples. Specifically, we modify the xd attributes of test samples, introducing more
class-related xo information. This generates a feature representation closer to the category
centroid, facilitating a denser cluster of category prototypes. Instead of only filtering high-
entropy samples [20], which can limit generalization performance, we introduce the Home-
ostatic Score (HomeoScore) for sample selection. By comparing the probability difference
between original and perturbed test samples, we exclude perturbation-sensitive samples and
optimize the decision boundary.

During testing, we use a memory bank B = {(g′(x), p′)} to retain sample embedding
features and predicted logits. We sample and extract feature representations g(xt) along
with their class probabilities pt and pseudo-label yt at time t. As these representations are
based on the source domain feature extractor, guaranteeing their generalizability is challeng-
ing. Therefore, we apply a feature transformation similar to EnIn via Eq. 5, where γmix =
λσ(g(xt))+(1−λ)σ(Mmin

crop⊙g(xt)) and βmix = λ µ(g(xt))+(1−λ)µ(Mmin
crop⊙g(xt)), to

obtain the target domain’s new representation g′(xt) using Causal Perturbation (CP). CP
boosts class-related information in g(xt), generating perturbed pt

′ and yt
′, and resulting in a
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tighter cluster of prototypes in the memory bank. Outliers are then filtered using the Home-
oScore, defined as the distance between the original and perturbed sample representations:

HomeoScore =
⎛
⎝

k

∑
j=1
∣p j

t − p j
t
′∣

2⎞
⎠

1
2

. (9)

Then the prototype of class k could be formulated as :

Bk
t =
⎧⎪⎪⎨⎪⎪⎩

Bk
t−1∪{

g′(xt−1)
∥g′(xt−1)∥

} , if y′
(t−1) = yk and HomeoScore < α

Bk
t−1 , else

(10)

where α is a fixed threshold, which is set to 0.2. Figure 4 illustrates that HomeoScore can
better distinguish erroneous pseudo-labels. We refrain from using samples with a larger
HomeoScore for updating the memory bank as their pseudo-labels can damage the decision-
making of the prototype classifier. The entropy threshold β controls the resource usage
and operational efficiency of the memory bank using Bk

t = {g′(x) ∣ g′(x) ∈Bk
t ,H(p′) ≤ β}.

Finally, we define the prototype-based classification output as the softmax over the feature
similarities to prototypes for class k :

yk
j =

exp(sim(g j(xt),ck))

∑∣Y ∣k′=1 exp(sim(g j(xt),ck′))
, (11)

where ck = 1
∣Bk ∣
∑z∈Bk

t
z , sim(⋅, ⋅) denotes cosine similarity.

4 Experiments
To validate the generalization performance of our proposed method. We conduct experi-
ments on image classification, semantic segmentation, and instance retrieval, specifically
where the training and testing sets are from different domains. More experiment results and
implementation details are presented in the supplementary material. All results are generated
through five rounds of experiments with different random seeds.

4.1 Generalization on Multi-Source Domain Classification
Datasets and Implementation Details. We conduct classification experiments based on
Dassl [75] and verify the generalization performance on two standard DG datasets PACS [28]
and Office-home [63]. PACS consists of four different domains, each domain containing
seven object categories. Office-Home spans four domains across sixty five categories.
Results on PACS and Office-Home based on ReNet-18 and ResNet-50 are reported in Ta-
ble 1 and Table 2, respectively. It can be observed that Mixstyle-Entropy reaches the
highest average accuracy among all the compared methods on both backbones even without
HoPer. For PACS, compared with CIRL [36], Mixstyle-Entropy outperforms it by a
large margin of 2.2 % and on ResNet-18. Our approach is also superior to the ensemble
method I2-ADR [40] on the parameter-rich ResNet-50, achieving a higher accuracy of 2.8 %
improvement. For Office-Home, our approach exhibits a 3.4 % improvement over CIRL on
ResNet-18 and achieves a 4.5 % improvement over the previous SOTA [40] on ResNet-50.
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PACS Office-Home
Method Art Cartoon Photo Sketch Avg.(%) Art Clipart Product Real Avg.(%)
Baseline 74.3 76.7 96.4 68.7 79.0 58.8 48.3 74.2 76.2 64.4
Mixup [69] 76.8 74.9 95.8 66.6 78.5 58.2 49.3 74.7 76.1 64.6
RSC [19] 78.9 76.9 94.1 76.8 81.7 58.4 47.9 71.6 74.5 63.1
L2A-OT [72] 83.3 78.2 96.2 76.3 82.8 60.6 50.1 74.8 77.0 65.6
Mixstyle [75] 82.3 79.0 96.3 73.8 82.8 58.7 53.4 74.2 75.9 65.5
DSU [31] 83.6 79.6 95.8 77.6 84.1 60.2 54.8 74.1 75.1 66.1
CIRL [36] 86.1 80.6 95.9 82.7 86.3 61.5 55.3 75.1 76.6 67.1
Mixstyle-Entropy 88.5±0.4 84.2±0.3 95.3±0.2 85.8±0.5 88.5±0.3 67.0±0.4 62.3±0.4 75.5±0.4 77.3±0.2 70.5±0.3
- HomeoScore 88.0±0.5 83.6±0.4 95.1±0.2 84.8±0.3 87.9±0.3 66.7±0.5 61.8±0.6 74.7±0.4 77.0±0.2 70.1±0.3
- HoPer 86.8±0.3 82.5±0.3 94.9±0.6 82.3±0.2 86.7±0.4 65.7±0.5 60.3±0.3 73.7±0.5 76.6±0.4 69.1±0.4

Table 1: Leave-one-domain-out multi-domain classification on ResNet-18.

PACS Office-Home
Method Art Cartoon Photo Sketch Avg.(%) Art Clipart Product Real Avg.(%)
Baseline 86.2 78.7 97.6 70.6 83.2 61.3 52.4 75.8 76.6 66.5
RSC [19] 87.8 82.1 97.9 83.3 87.9 50.7 51.4 74.8 75.1 65.5
SelfReg [22] 87.9 79.4 96.8 78.3 85.6 63.6 53.1 76.9 78.1 67.9
SagNet [42] 81.1 75.4 95.7 77.2 82.3 63.4 54.8 75.8 78.3 68.1
I2-ADR [40] 88.5 83.2 95.2 85.8 88.2 70.3 55.1 80.7 79.2 71.4
Mixstyle-Entropy 90.9±0.4 86.6±0.6 95.9±0.3 86.5±0.7 90.0±0.5 74.4±0.4 66.8±0.5 80.6±0.4 81.6±0.4 75.9±0.4
- HomeoScore 90.3±0.5 85.8±0.5 95.7±0.2 86.1±0.4 89.5±0.3 73.9±0.5 66.2±0.4 79.7±0.3 80.9±0.5 75.1±0.4
- HoPer 89.9±0.5 85.2±0.5 95.5±0.3 85.7±0.4 89.1±0.4 73.1±0.6 65.3±0.4 78.9±0.3 80.1±0.3 74.4±0.4

Table 2: Leave-one-domain-out multi-domain classification on ResNet-50.

Highlights. Mixstyle-Entropy does not require any additional training parameters.
Compared to previous methods that expand the embedding space, such as Mixstyle [75] and
DSU [36], our method consistently surpasses them in terms of average accuracy by 5.3 %
and 4.4 %, respectively. Even after removing the HoPer module, our approach still achieves
SOTA performance, surpassing them by 3.7 % and 2.8%. Notably, Mixstyle-Entropy
can be seamlessly integrated into any existing DG framework.

4.2 Generalization on Semantic Segmentation

Datasets and Implementation Details. Semantic segmentation impacts autonomous driv-
ing, yet dynamic driving scenes can hamper it. We assess Mixstyle-Entropy gen-
eralizability on the gaming-based GTA5 [52] image dataset and the Cityscapes [11] dataset
featuring German urban street scenes. Our implementation aligns with prior work DSU [36].

Method mIoU(%) mAcc(%)
ERM 36.0 49.5

pAdaIN [45] 38.1 51.1
Mixstyle [75] 38.7 51.2

DSU [31] 40.7 53.8
EnIn (Ours) 42.6 53.7

Table 3: Results of semantic seg-
mentation from GAT5 to Cityscapes.

Results on Semantic Segmentation are shown in
Table 3. It emphasizes that appropriate feature space
expansion is vital in pixel-level classification. Over-
stepping other categories’ embedding spaces could
lead to incorrect predictions, illustrated in Figure 2.
In sunny conditions, vehicle shadows can lead to car
misclassifications. Only EnIn accurately segments
the car region by breaking this false association. The
failure to differentiate sidewalks from road surfaces
in pixel predictions shows the danger of indiscreet feature space interpolation, particularly
in autonomous driving cases. Only our method correctly segments such scenes, providing
clear differentiation.
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(a) Unseen Domain (b) Ground Truth (c) ERM (d) DSU (e) Ours

Figure 2: The visualization on unseen domain Cityscapes with the model trained on GTA5.

(a) ERM (b) DSU (c) EnIn (Ours) (d) EnIn+CP (Ours)

Figure 3: The t-SNE visualization of extracted deep features using different methods on
PACS dataset (target domain: cartoon). The different colors stands for different classes.

5 Analysis and Ablations

Ablation Study. Mixstyle-Entropy, designed as a plug-and-play module with mini-
mal hyperparameters, hinges on two components: EnIn and HoPer. HomeoScore filtering
in HoPer improves average accuracy by 0.6% through providing superior samples, as seen
in Tables 1 and 2. HomeoScore outperforms traditional Entropy in pseudo-label filtering
(Figure 4). Incorrectly predicted test domain samples possess higher HomeoScore, hence,
filtering these optimizes the prototype classifier decision boundary. Despite HoPer exclusion
during testing, Mixstyle-Entropy surpasses most previous works.
Effects of Causal Perturbation. During the testing phase, we apply causal perturbation
(CP) to the samples to further inject class-related information. To better demonstrate the
sample distribution in the feature space, we employ t-SNE [61] to visualize the embeddings
of the test domain samples, as shown in Figure 3. DSU [36] using multidimensional Gaus-
sian distributions to simulate the distributions, leads to decreased inter-class distances and
blurry decision boundaries. In contrast, EnIn implicitly measures the inter-cluster and intra-
cluster distances through the feature entropy representation, resulting in an expansion of
inter-cluster distances. After undergoing CP, the intra-cluster distances decrease, leading to
more compact clusters and clear classification boundaries for the model.
Effects of Patch size and Test Batch Size The selection of M is based on patching the
feature maps. It was found that a ratio of 1

4 or 1
8 resulted in better performance on all

three datasets in Figure 4. Further reducing the ratio led to a significant decline in model
performance due to insufficient statistical features to represent xo. Additionally, we com-
pared Mixstyle-Entropy with other TTA proposals. It was observed that the batch size
during testing has a significant impact on the direction of stochastic gradient descent, they
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(a) Entropy (b) HomeoScore (c) Number of Patches (d) Test Batch Size

Figure 4: (a) and (b) are pseudo-label selection capability between entropy and HomenScore.
(c) is effects of patch sizes. (d) is the influence of test batch size in different schemes.

performed poorly with small batch sizes. In contrast, Mixstyle-Entropy consistently
demonstrated excellent performance. This also highlights the explicit reduction of domain
divergence [71] achieved by a parameter-free classifier.

6 Conclusions

In this paper, we propose the Mixstyle-Entropy framework, guided by causal learning,
to achieve OOD generalization. The core idea is to decouple domain- and class-related
variables using feature representation entropy and to disrupt the relationship between the
causal variables and the domain through causal intervention. Furthermore, we unify the
training and testing processes and construct a classifier adapted to the target domain using
variables stabilized by causal relationships. A limitation that needs to be addressed in future
work is the extension of our framework to more backbones, such as vision Transformer and
multilayer perceptron. The comprehensive experiments on various benchmarks demonstrate
the effectiveness and superiority of our proposal. Mixstyle-Entropy achieves state-of-
the-art performance in a plug-and-play manner, without additional training parameters.
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