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Abstract
Camouflaged object detection (COD) aims to generate a fine-grained segmentation

map of camouflaged objects hidden in their background. Due to the hidden nature of
camouflaged objects, it is essential for the decoder to be tailored to effectively extract
proper features of camouflaged objects and extra-carefully generate their complex bound-
aries. In this paper, we propose a novel architecture that augments the prevalent decoding
strategy in COD with Enrich Decoder and Retouch Decoder, which help to generate a
fine-grained segmentation map. Specifically, the Enrich Decoder amplifies the channels
of features that are important for COD using channel-wise attention. Retouch Decoder
further refines the segmentation maps by spatially attending to important pixels, such as
the boundary regions. With extensive experiments, we demonstrate that ENTO shows
superior performance using various encoders, with the two novel components playing
their unique roles that are mutually complementary.

1 Introduction

Object segmentation is a widely researched topic in computer vision. Of its several
branches, Camouflaged Object Detection (COD) [5] targets images that contain naturally or
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Figure 1: Examples of camouflaged objects in COD10K and NC4K.

Methods COD10K (2,026) NC4K (4,121) CAMO (250)
Sα ↑ Fw

β
↑ Eφ ↑ M ↓ Sα ↑ Fw

β
↑ Eφ ↑ M ↓ Sα ↑ Fw

β
↑ Eφ ↑ M ↓

ZoomNet [25] 0.870 0.782 0.912 0.023 0.884 0.829 0.922 0.034 0.865 0.812 0.914 0.052
HitNet [12] 0.867 0.803 0.926 0.022 0.872 0.832 0.921 0.037 0.836 0.798 0.893 0.060

Table 1: Comparison of baseline models using Transformer encoder. ZoomNet with the
same encoder setting as HitNet shows comparable or even better results for some metrics.

artificially camouflaged objects and aims to correctly segment1 them from the background.
COD is applied to polyp segmentation [6] in medicine, surface defect detection in manufac-
turing [1], enemy detection in military [18], and camouflaged organisms in ecology [24].

Camouflaged objects bring a variety of challenges in segmentation. Fig. 1 illustrates sev-
eral representative examples: using protective coloring to disturb others’ visual recognition,
hiding behind another object (occlusion), or exhibiting complex shapes. To segment these
objects accurately, the model needs not only to precisely understand the given scene and
individual objects, but also to be equipped with an exceptional segmentation map generator,
surpassing the level of general object segmentation models.

Numerous methods have been proposed for this task, primarily focusing on the extraction
of rich features to distinguish inconspicuous objects from their surroundings [12, 13, 19]. It
has been demonstrated that using high-resolution input images is effective for COD [12, 34],
more than that for general object segmentation [9, 26, 35]. However, has the performance
improvements using such powerful encoding tools been matched with an equally effective
decoding strategy? To verify this, we replace the CNN encoder backbone in ZoomNet [25]
with a Transformer backbone, HitNet [12]. The results in Tab. 1 indicates that the older
ZoomNet easily reaches or even surpasses the performance achieved by HitNet by simply
taking its Transformer-based encoder and higher resolution input. This implies that there has
been little advances in the decoding architecture, and there is room for improvement in the
decoder structure to fully take advantage of the encoding capacity advanced by recent works.

In this regards, we propose to equip the base decoder [7] with two additional processes,
before and after it. Before the base decoder, we enrich the image features so they are more
suitable for camouflaged objects, since the regular image features extracted by the encoder
may not be sufficiently informative. Based on the enriched features and a coarse prediction
map from this pre-decoding step, the base decoder generates a refined segmentation map.
After the decoding, the segmentation map is retouched again since it may still not be perfect,
especially regarding the complex shapes of camouflaged objects.

Reflecting this idea, we propose ENTO, equipped with the ENrich and ReTOuch De-

1Precisely speaking, this is an image segmentation task, where the expected output is a pixel-wise segmentation
map, not bounding boxes. We use this idiomatic expression interchangeably.
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Figure 2: Performances in two representative metrics, Sα and Fw
β

, on COD10K [5].

coders that sandwich the base decoder, specially designed for camouflaged object segmen-
tation. The core in ENTO is a step-wise generation of the segmentation map through three
consecutive decoding steps. Specifically, the first step (Enrich Decoder) is to reorganize the
image features by channel-wise attention and combination of multi-level features, focusing
on the features (e.g., texture and shape) critical for the COD task. The enriched features are
then fed into the base decoder [7] to output segmentation maps at different scales. The last
Retouch Decoder further enhances the boundaries of the objects by applying spatial attention
to focus on those regions of the segmentation map. These pre- and post-steps enable more
precise representation of object boundaries while keeping the overall structure.

Our comprehensive experiments verify that ENTO achieves state-of-the-art performance
across multiple representative COD datasets, as in Fig. 2. We also show through exten-
sive experiments that the proposed decoder structure is able to adapt to any type of feature
encoder at any image resolution, surpassing previous state-of-the-art models.

2 Related Work

Camouflaged Object Detection (COD). The COD task was first proposed as a sub-task
of object segmentation by Fan et al. [5], providing a large-scale dataset (COD10K). Since
then, numerous models have been proposed to tackle this problem [2, 7, 12, 13, 15, 21, 39].
Since camouflaged objects are harder to segment, auxiliary tasks are often applied, such as
object ranking [21] and edge detection [2]. Some works are inspired by biology. SINet [5],
for example, takes an idea from predators that first search for prey in a general sense and
subsequently identify its precise location. BSA-Net [39] mimics how human discovers cam-
ouflaged objects using a two-stream attention network.

Input and Encoding. Recently, high resolution images have been utilized for COD, taking
advantage of richer information on the boundary regions. HitNet [12] utilizes high resolution
images to better capture high-frequency details. SARNet [34] improves the segmentation
quality by training on higher resolution images.

To extract fine-grained features from intricate images, Transformers [31] have been adopted
in COD. Pyramid Vision Transformer (PVT) [32] improves the vanilla ViT [3] by providing
a pyramid-style encoding structure, extracting features in a similar manner to CNNs. Recent
COD models adopt ViT [13] and PVT [12, 34] as the feature extractor.
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Decoding Strategy. The U-Net architecture [29] has been extensively utilized for intri-
cate object segmentation domains, such as medical imaging and remote sensing. Drawing
inspiration from SINet [5], a majority of studies on COD are rooted in this U-shaped de-
coding, sequentially aggregating high to low-level features with skip connections. Some
recent works have tried to enhance decoding strategies for COD. PreyNet [37] densely aggre-
gates features from neighboring layers during the high-to-low decoding phase. HitNet [12]
employs a feedback refinement between layers. FSPNet [13] employs a pyramidal shrink-
age decoding strategy that progressively aggregates adjacent features. Furthermore, several
studies [23, 39] employ a coarse-to-fine decoding strategy, initially generating a coarse map
followed by refinement stages that aim to capture information grounded in the coarse map.

Despite studies on decoding strategies, they remain relatively unexplored compared to
the recent significant advances in encoders. In particular, while the performance of decoders
based on CNN-based encoders is almost saturated, they fall short in effectively leveraging
the rich feature maps produced by advanced Transformer-based encoders like ViT [13] and
PVT [12, 34]. In response to this, we introduce an innovative decoding strategy that aug-
ments the prevalent decoding structure with preprocessing and postprocessing decoders that
help to enhance the features necessary for COD and improve the boundary details.

3 Preliminary

Problem Formulation and Notations. The Camouflaged Object Detection (COD) is for-
mulated in the same way as a regular image segmentation problem, except that the target
object is camouflaged and not easily seen at a glance. The input is an image X ∈ RH×W×3

with RGB channels, where H and W stand for the height and width of the image. For each
image, the COD model needs to generate a bitmap Ŷ ∈ {0,1}H×W , predicting the ground
truth map Y ∈ {0,1}H×W , where 1 indicates the pixel belongs to the camouflaged object and
0 otherwise. For simplicity, we do not distinguish the identity of an object, even if there are
multiple camouflaged objects in the same scene.

Our Base Architecture. We take a common encoder-decoder structure for image segmen-
tation, where the encoder extracts essential features to segment the target object, and the
decoder generates a segmentation map corresponding to it. We adopt a particular encoder
and decoder architecture described below, which is widely used for modern COD models.

Feature Encoder. Given an input image X, the encoder E extracts features fi with different
resolutions at each level i, where i = 1, ...,L. E may accommodate various types of back-
bones, e.g., CNNs, or Transformers. As most image encoders generate different numbers of
channels at each level, we make the channel size the same across the layers by additionally
applying a convolution layer. We denote the resulting feature map by f′i, where i = 1, ...,L.

Base Decoder. In this work, we propose pre- and post-decoding steps on an existing decod-
ing structure, which we call base decoder. Aligned with the encoder, we adopt a common
multi-level decoder to fully take advantage of the multi-level feature maps. As illustrated
in Fig. 3, we take L levels of Group Attention Blocks (GABs) inspired by [7]. GAB is a
residual learning process employing the group guidance operation, focusing more on impor-
tant information about objects through attention with guidance from the prior segmentation
map and gradually improving the map through a sequence of S group attentions. It expands
the segmentation map step by step from low to high resolution, learning rough and abstract
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Figure 3: Overall Architecture of ENTO, comprising a feature encoder and the three
consecutive decoders. We show the architecture with 4 levels (L = 4), consistent with our
full model, but the number of levels L can be adjusted according to the feature encoder.

patterns at the low resolution while finer details at the higher resolution. The operations of
GAB are detailed in Appendix A. Although such a multi-level decoder structure is prevalent
in COD, our base decoder slightly deviates from [7] in three ways: 1) we remove the reverse
operation on the guidance maps, 2) we expand each GAB to take four group operations, and
3) we provide an additional GAB stage to fully utilize the features from the encoder.

4 The Proposed Method: ENTO

On top of the base encoder-decoder structure in Sec. 3, we introduce two novel steps
that make the segmentation model more suitable for camouflaged objects, as illustrated in
Fig. 3. Specifically, we insert a pre-decoding step (Enrich Decoder) between the encoder
and the base decoder to adapt the encoded image features more suitable for COD, and a
post-decoding step (Retouch Decoder) at the end, to refine the produced segmentation map,
focusing on the object boundaries.

The overall decoding structure is as follows. Taking the encoded image features at L
different scales, Enrich Decoderselectively amplifies the channels that contain important
cues for detecting camouflaged objects. Taking an attention strategy used for image super-
resolution, this step benefits to prepare a particular set of features (e.g., texture and shape)
that are more important for camouflaged objects. Additionally, features at different reso-
lutions are fused so that the base decoder can utilize both coarse and fine information si-
multaneously at each level. Then, the base decoder adds details step-by-step, refining the
low-resolution segmentation map using higher resolution features produced by the previous
step. We use Group Attention Blocks (GABs) [7], suitable to handle our multi-resolution
features, but any image decoder can be used for this step. Lastly, the Retouch Decoder fur-
ther enhances the object boundaries of the produced segmentation map. We adopt spatial
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Figure 4: Channel Attention Block (CAB) [38] and Spatial Attention Block (SAB).

attention to amplify the signals of the edges and detailed areas that may not have been fully
segmented by the base decoder.

4.1 Pre-Decoding Step: Enrich Decoder

In order to effectively utilize the encoded features f′i, we propose a novel pre-decoding
step to adapt the features towards the camouflaged objects, before the base decoder. Specif-
ically, we apply a module that has been shown effective in image super-resolution; namely,
channel attention block (CAB) [38]. This module selectively emphasizes particular fea-
ture channels important for super-resolution by channel-wise attention to the image features.
Such a mechanism would benefit the COD task similarly, since some different sets of fea-
tures (e.g., texture and shape) may be more important than others (e.g., color) to detect
camouflaged objects, unlike regular ones.

As illustrated in Fig. 4(left), the channel attention block (CAB) takes two inputs: the
general feature map f′i at the i-th level, and the adapted feature map gi+1 by the previous
CAB. At each level i, CAB upsamples gi+1 (to match the dimensionality with f′i), adds them
with f′i, takes channel-wise attention to reogranize the information, and residually adds the
input features back to the output gi. Formally, CAB at level i performs:

g̃i = Conv3◦PReLU◦Conv3(f′i ⊕gi+1), wg̃i = σ [Conv1◦ReLU◦Conv1(Pool(g̃i))]

gi = (wg̃i ⊗ g̃i)⊕ (f′i ⊕gi+1) (1)

where i = 1, ...,L, and wg̃i ∈ (0,1)C is the channel attention weights. Conv3, Conv1, and
Pool stand for 3× 3 and 1× 1 convolutions, and global average pooling, respectively. ⊕
and ⊗ indicate element-wise addition and channel-wise multiplication, respectively. At the
highest level L, CAB simply performs channel-wise attention on f′L, taking only f′L as input
(that is, gL+1 = 0).

Then, how does this CAB produce features more suitable for camouflage objects? At
the lowest layer, Enrich Decoder produces a coarse segmentation map Ŷ(E), as illustrated
in Fig. 3, with an additional convolution. By applying a loss on the difference between this
coarse segmentation map and the ground truth, we guide the Enrich Decoder to learn a set of
feature maps suitable for the camouflage objects. We also use this coarse map as the starting
point of the base decoder, so the loss applied in the subsequent decoders indirectly affects
Enrich Decoder to learn COD-specific features as well. In this way, the features important
to COD are selectively amplified.

Lastly, the Enrich Decoder concatenates the produced feature gi with that on one level
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lower and higher (gi−1 and gi+1). These aggregated features are appropriately upsampled,
concatenated, and reverted back to the original channel size using convolution to produce
a single feature map g′i. This multi-level fusion allows the base decoder to access useful
information scattered at different resolutions.

4.2 Post-Decoding Step: Retouch Decoder

In addition to the pre-decoding step, we also add a post-decoding step to further improve
the quality of the segmentation map produced by the base decoder. Particularly, the Retouch
Decoder performs fine-tuned enhancement, focusing on object boundaries, through spatial
attention on segmentation maps starting from the final output from the base decoder. Simi-
larly to other previous steps, Retouch Decoder progressively generates expanding prediction
maps starting from the lowest-resolution.

Each Retouch Decoder at the i-th level applies multiple spatial attention blocks (SAB)
that take the features hi from the base decoder and the segmentation map from the previous
SAB stage. As shown in Fig. 4(right), each SAB generates spatial weights wh̃i

indicating
which pixels should be further modified from the previous map. Applying convolutions on
the features weighted by this generates an improved map, added to the higher level map Ŷ(R)

i+1

to produce enhanced segmentation map Ŷ(R)
i . Overall, SAB at the i-th level operates

h̃i = Conv3◦PReLU◦Conv3(hi), wh̃i
= σ(Conv7◦Pool(h̃i))

Ŷ(R)
i = [Conv3◦PReLU◦Conv3(wh̃i

⊗ h̃i)]⊕ Ŷ(R)
i+1 (2)

where i = 1, ...,L and Ŷ(R)
L+1 = Ŷ(B). h̃i is the intermediate feature with the same size as

hi, and wh̃i
∈ (0,1)H×W is the spatial attention weights. Pool indicates a concatenation

of average and max pooled features channel-wise; that is, [AVGc(h̃i),MAXc(h̃i)]. Through
these operations, SAB ultimately learns to identify the pixels that need modifications through
spatial attention and provides residual learning to the output segmentation maps.

4.3 Training Objectives

ENTO sequentially refines a segmentation map throughout the decoding steps, supervis-
ing to the coarse map generated by the Enrich Decoder and to each of the final output maps
from base decoder and Retouch Decoder. Fig. 3 illustrates where we apply supervision. In
each case, the output map is first upscaled to the input resolution, then we apply the fol-
lowing two common loss functions for object detection: pixel-level weighted binary cross
entropy (wBCE) [28] and weighted intersection-over-union (wIOU) loss [33] to account for
the overall overlap of the output map with the ground truth. For both losses, each pixel is
weighted to reflect its difficulty to be detected. The loss at each decoding step is given by

L(Ŷ,Y) = LwBCE(UP(Ŷ),Y)+LwIOU(UP(Ŷ),Y) (3)

and by combining them, the overall loss is given by

L= L(Ŷ(E),Y)︸ ︷︷ ︸
Enrich Decoder

+L(Ŷ(B),Y)︸ ︷︷ ︸
base decoder

+ L(Ŷ(R),Y)︸ ︷︷ ︸
Retouch Decoder

, (4)

where Ŷ(E,B,R) are output segmentation maps at each decoder, and Y is the ground truth seg-
mentation map. UP is upscaling function to the input image size using bilinear interpolation.
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Methods Publications COD10K (2,026) NC4K (4,121) CAMO (250)
Sα ↑ Fw

β
↑ Eφ ↑ M ↓ Sα ↑ Fw

β
↑ Eφ ↑ M ↓ Sα ↑ Fw

β
↑ Eφ ↑ M ↓

SINet [5] CVPR20 0.771 0.551 0.806 0.051 0.808 0.723 0.871 0.058 0.751 0.606 0.771 0.100
SLSR [20] CVPR21 0.804 0.673 0.880 0.037 0.840 0.766 0.895 0.048 0.787 0.696 0.838 0.080
MGL-R [36] CVPR21 0.814 0.666 0.852 0.035 0.833 0.740 0.867 0.052 0.775 0.673 0.812 0.088
PFNet [23] CVPR21 0.800 0.660 0.877 0.040 0.829 0.745 0.888 0.053 0.782 0.695 0.842 0.085
UJSC [17] CVPR21 0.809 0.684 0.884 0.035 0.842 0.771 0.898 0.047 0.800 0.728 0.859 0.073
C2FNet [30] IJCAI21 0.813 0.686 0.890 0.036 0.838 0.762 0.897 0.049 0.796 0.719 0.854 0.080
SINet-V2 [7] TPAMI22 0.815 0.680 0.887 0.037 0.847 0.770 0.903 0.048 0.820 0.743 0.882 0.070
BGNet [2] IJCAI22 0.831 0.722 0.901 0.033 0.851 0.788 0.907 0.044 0.812 0.749 0.870 0.073
DTINet [19] ICPR22 0.824 0.695 0.896 0.034 0.863 0.792 0.917 0.041 0.857 0.796 0.916 0.050
SegMaR [14] CVPR22 0.833 0.724 0.899 0.034 0.841 0.781 0.896 0.046 0.815 0.753 0.874 0.071
ZoomNet [25] CVPR22 0.838 0.729 0.911 0.029 0.853 0.784 0.912 0.043 0.820 0.752 0.883 0.066
FEDER-R2N [10] CVPR23 0.844 - 0.911 0.029 0.862 - 0.913 0.042 0.836 - 0.897 0.066
FSPNet [13] CVPR23 0.851 0.735 0.895 0.026 0.879 0.816 0.915 0.048 0.856 0.799 0.899 0.050
HitNet [12] AAAI23 0.868 0.798 0.932 0.024 0.870 0.825 0.921 0.039 0.844 0.801 0.902 0.057
ENTO (Ours) - 0.904 0.845 0.948 0.018 0.904 0.864 0.942 0.029 0.881 0.841 0.928 0.047

Table 2: Overall comparison on COD datasets. The 1st, 2nd, 3rd best are highlighted.

5 Experiments

5.1 Experiment Setup

Datasets. We evaluate on three widely-used COD datasets: COD10K [5], CAMO [16]
and NC4K [21]. COD10K includes 5,066 camouflaged, 3,000 background, and 1,934 non-
camouflaged images. CAMO consists of 1,250 camouflaged and 1,250 non-camouflaged
images. NC4K consists of 4,121 images containing camouflaged objects from the Inter-
net. We train the model using only camouflaged images from COD10K and CAMO train
sets (4,040 images) and evaluate on NC4K, COD10K, and CAMO test sets. For evaluation
metrics, we use

Evaluation Metrics. We evaluate with four common metrics: S-measure (Sα ) [4], weighted
F-measure (Fw

β
) [22], mean E-measure (Eφ ) [8], and mean absolute error (M) [27]. S-

measure quantifies the structural similarity between the model output and the ground truth,
which is important in COD tasks that usually contain complex shapes of objects. Weighted
F-measure is a modified version of F-measure that provides more reliable evaluation. Mean
E-measure quantifies the pixel-level matching and image-level statistics between the pre-
dicted output and the ground truth. Mean absolute error directly quantifies the error in each
pixel value averaged over the whole image. See Appendix C for more experimental settings.

5.2 Comparison to Existing Methods

Quantitative Comparison. As reported in Tab. 2, our proposed method outperforms all
baseline methods in all metrics. In particular, on COD10K, ENTO shows of 4.15%, 5.89%,
and 1.72% improvement in Sα , Fw

β
, and Eφ from the next best model, HitNet [12]. Similarly,

on NC4K, ENTO improves 2.84% in Sα and 4.73% in Fw
β

from the second-best models.
These results demonstrate that our model competently segments camouflaged objects.

Impartial Comparison. As a high-performance encoder and high-resolution input images
evidently lead to better performance [12, 26, 34, 35], a fair comparison should be conducted
with the baselines; e.g., same encoder backbone and input image resolution. Tab. 3 compares
the performance of our model with the best-performing baseline models under various com-
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Encoder Backbone Resolution Best Baseline Publications Sα ↑ Fw
β
↑ Eφ ↑ M ↓

Ours Base Ours Base Ours Base Ours Base

PVTv2-B2 [32] 352×352 HitNet [12] AAAI23 0.889 0.827 0.835 0.727 0.932 0.907 0.032 0.029
704×704 HitNet [12] AAAI23 0.900 0.870 0.857 0.825 0.937 0.921 0.031 0.039

ViT [3] 384×384 FSPNet [13] CVPR23 0.886 0.879 0.834 0.816 0.935 0.915 0.033 0.048

Res2Net50 [5] 352×352 SINet-V2 [7] PAMI22 0.854 0.847 0.775 0.770 0.901 0.903 0.046 0.048
384×384 FEDER-R2N [10] CVPR23 0.864 0.862 0.802 – 0.913 0.913 0.041 0.042

ResNet50 [11] 576×576 ZoomNet [25] CVPR22 0.858 0.853 0.786 0.784 0.914 0.912 0.043 0.043

Table 3: Comparison using same encoder and resolution settings as baselines on NC4K
dataset. We select the best baseline models using various encoder backbone and resolutions,
and report our model’s performance under that setting. The better result is boldfaced.

Methods Publications COD10K (2,026) NC4K (4,121) CAMO (250)
Sα ↑ Fw

β
↑ Eφ ↑ M ↓ Sα ↑ Fw

β
↑ Eφ ↑ M ↓ Sα ↑ Fw

β
↑ Eφ ↑ M ↓

ZoomNet [25] CVPR22 0.870 0.782 0.912 0.023 0.884 0.829 0.922 0.034 0.865 0.812 0.914 0.052
HitNet [12] AAAI23 0.867 0.803 0.926 0.022 0.872 0.832 0.921 0.037 0.836 0.798 0.893 0.060
ENTO (Ours) - 0.894 0.827 0.944 0.021 0.895 0.849 0.935 0.033 0.882 0.837 0.928 0.046

Table 4: Comparison to baseline models using Transformer encoder.

binations of encoder backbones and resolutions. Our innovative decoding strategy achieves
the best performance in most metrics with the same backbone and resolutions as baselines.

In Tab. 4, we compare our model with the same Transformer backbone (PVTv2-b2) and
input resolution (768), similar to the results shown in Tab. 1. ENTO significantly outperforms
both models using Transformer backbone showing that it matches the advances in encoder
performance, such as using Transformer-base backbones, while the previous models have
not fully utilized them.

Qualitative Comparison. Fig. 5 illustrates a few examples on COD10K. Our model suc-
cessfully captures both the overall structure and the fine details, such as slim legs or complex
edges, compared to other models. Additionally, ENTO captures small objects accurately,
and at the same time, accurately covers the entirety of the object for big objects. In spite
of occlusion, ENTO accurately captures the target object, while other models often include
such occluded parts. Even for objects with complex shapes, our model is able to capture fine
details, while other models tend to inaccurately capture such details.

5.3 Ablation Study & Visualization

We evaluate the effects of the proposed components by measuring the performance im-
provement over the base decoder alone. Tab. 5 verifies on COD10K that adding each com-
ponent improves the performance. As expected, the best performance is achieved with both
components, showing that they are complementary. In Fig. 6, we illustrate that adding the

Decoders Sα ↑ Fw
β

↑ Eφ ↑ M ↓

Base 0.890 0.815 0.938 0.021
Base + Enrich 0.899 0.836 0.946 0.019
Base + Retouch 0.896 0.825 0.935 0.020
ENTO (ours) 0.904 0.845 0.948 0.018

Table 5: Ablation study on decoding structure of ENTO on COD10K.
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Figure 5: Qualitative comparison with baseline models on various types of camouflaged
objects. Our model effectively captures diverse ranges of camouflages in the datasets.

Ground TruthENTOBase + EnrichBase

Figure 6: Segmentation maps with ENTO com-
ponents. Enrich Decoder adds missing regions us-
ing COD-specific features, and Retouch Decoder
finetunes the details near the edges.

Image (a) (b)

Text

Figure 7: Illustration of Spatial At-
tention by Retouch Decoder. (a)
ground truth of the edge, (b) spatial at-
tention by our SAB.

Enrich Decoder recovers the details missing in segmentation map produced by base decoder
and adding the Retouch Decoder sharpens these details to correctly match the true map.

Fig. 7 illustrates the visual representation of spatial attention in our Retouch Decoder.
Notably, the attention scores mainly concentrate on the object boundaries, showing its pre-
dominant focus in refining these regions. In the final phase of decoding, Retouch Decoder
effectively enhances intricate details regarding these edges and boundaries.

6 Summary

We present a novel decoding architecture ENTO to utilize high-resolution information
extraction and address the complex boundary structures for camouflaged object detection.
We propose Enrich Decoder and Retouch Decoder applicable to the base COD decoder,
emphasizing feature channels beneficial for high-resolution segmentation by channel-wise
attention and refining the segmentation map from the base decoder by spatial attention fo-
cusing on the edges and fine details, respectively. Our decoding architecture can be combined
with different encoder backbones and shows superior results with Transformer backbones.
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