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Abstract

Scene Graph Generation (SGG) delivers structured knowledge representing complex
scenes, which is applied in many computer vision fields. However, existing SGG mod-
els falter in predicting novel and informative predicates, undermining their applicability
for higher-level visual tasks. Drawing inspiration from the success of prompt learning
in zero-shot knowledge transfer, we propose a prompt-learning-based method to address
novel and informative predicate learning challenges in SGG. Specifically, we perform
a comprehensive analysis of three basic prompts in SGG, considering their computa-
tional efficiency and learning ability. Subsequently, we build upon these basic prompts to
construct a Hierarchical Prompt (HP) learning method to enhance informative predicate
learning. HP utilizes the composition of basic prompts constrained to progressively nar-
rowed class groups and encourages the corresponding prompts to focus on the learning of
increasingly informative predicates. HP is a plug-and-play solution applicable to various
models. Extensive evaluations on SGG benchmarks demonstrate the excellent ability of
HP to improve the performance of informative predicates across different baselines. We
also introduce a novel predicate generalization task with a new benchmark. Experiments
on it demonstrate the superiority of HP in base-to-novel predicate generalization.

1 Introduction

Scene graph generation (SGG) can effectively capture objects and their relationships within
visual scenes by predicting triplets (subject,relation,object), which has been widely
applied in complex visual scene understanding tasks, e.g., visual question answer [13, 37,
50], image caption [1, 10, 55], and image retrieval [17]. However, two challenges hinder the
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application of SGG to downstream tasks: 1) Inability to predict novel predicates. Tradi-
tional plain SGG models, based on the closed-set assumption, cannot predict novel predicates
unseen during training. For example, the plain Motifs model [47] fails to predict the novel
predicate beneath (c.f. Fig. 1 (a)) as beneath class is not encountered during training.

child on bed
Uninformative predicate 

(a)

Motifs + HP

pillow beneath child

child laying on bed

Novel predicate

Informative predicate

(b)

Motifs

Figure 1: (a) The Motifs model [47] sim-
ply predicts uninformative predicate on. (b)
Combined with the proposed HP method, the
Motifs model can predict both informative
(laying on) and novel (beneath) predicates.

2) Biased prediction towards uninforma-
tive predicates. In typical SGG datasets,
annotators tend to annotate less-informative
predicates [48], such that informative pred-
icates are sparse and uninformative ones
dominate. This poses challenges for learn-
ing informative predicates. For example,
the plain Motifs model [47] tends to favor
uninformative on (c.f. Fig. 1 (a)) rather than
informative laying on. Based on these ob-
servations, this work explores methods to
enhance the capacity of SGG models for novel and informative predicate learning.

We notice prompt learning has outstandingly addressed zero-shot learning challenges
[39, 42, 58]. Different from traditional fixed-once-learned architecture like linear classi-
fiers, which limit the ability of models to learn novel classes, prompt learning utilizes text
embeddings as learning prototypes to align visual embeddings in a broader semantic space,
enabling generalization from base classes to novel classes without requiring training data
[7, 9, 56]. Inspired by this, we integrate prompt-learning-based methods into SGG models
to solve the novel predicate learning challenge. However, plain prompt learning methods
are not designed to target the biased prediction issue in SGG. Therefore, we propose an
improved prompt learning method specifically tailored to the unique challenges in SGG.
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Figure 2: (a) Distribution of gradients, where
gradients (+) and gradients (-) denote the pos-
itive and negative gradients, respectively. (b)
Gradient ratios of positives to negatives for
various methods. The x-axis indices are sorted
with the sample counts (i.e., from head to tail
classes). The light green span indicates the
head group, and the light red span indicates
the tail group. bg means the background class.

We focus on the learning and gradient
propagation processes of prompts used in
SGG and extensively analyze the optimiza-
tion gradients of a plain SGG model [47]
(c.f. Fig. 2 (a)). We make two observa-
tions: 1) Negative gradients from the back-
ground class exceed the positive gradients
of all foreground classes, undermining the
learning of meaningful foreground classes.
2) Negative gradients from head classes sur-
pass positive gradients in most tail classes,
which further discourages the optimization
of informative tail classes. Thus, it is cru-
cial to mitigate the negative impact of the
background class in order to shift the learn-
ing focus towards informative foreground
classes. Similarly, to boost positive gradi-
ents for informative tail classes, it is essential to reduce negative gradients from head classes.

Expanding on the above insights, we propose a Hierarchical Prompt (HP) learning
method. Through constraining progressively narrowed class groups, the associated prompts
are encouraged to focus on the learning of increasingly informative predicates. Specifically,
we first include a Base Prompt (BP), which contains training instances from all classes to re-
duce false positives from the background class. Next, we introduce the Foreground Informa-
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tive Prompt (FIP), which includes only foreground class instances to ensure that foreground
classes do not receive discouraging gradients from the background class. As depicted in
Fig. 2 (b), it visibly increases the positive gradient ratio for all foreground classes. Finally,
we introduce the Intra-tail Informative Prompt (IIP) to further reduce the class space to only
contain tail-class instances. Consequently, negative gradients from head-class are reduced,
as shown in Fig. 2 (b), resulting in a higher proportion of positive gradients for tail classes.

Moreover, to address the first challenge, previous works [12, 46] pretrain on datasets con-
taining pseudo-labels of novel predicates derived from caption annotations, followed by pre-
diction on novel predicates. Due to their reliance on supervised data from novel predicates,
the experimental settings cannot impartially and objectively evaluate the generalization of
base-to-novel predicates. Therefore, we propose a novel predicate generalization task with
a new benchmark where models only have access to data from the base predicates during
training and then directly evaluate the generalization of SGG models to novel predicates.

Our contributions include: 1) We are the first to conduct a comprehensive analysis of var-
ious basic prompts applied in the SGG task. 2) The proposed HP is the first prompt learning
method that enables and improves the learning of novel and informative predicates. 3) We
establish a predicate generalization task along with a new benchmark. Extensive experiments
on it validate the robust transferability of HP to novel predicates. 4) The proposed HP greatly
improves the performance of various baselines on informative predicates. When combined
with debiasing models, it can outperform SOTA methods on popular SGG benchmarks.

2 Related Work

2.1 Scene Graph Generation

Current SGG research primarily focuses on building two types of models: Plain models con-
struct more powerful feature encoders to extract relation features with different structures,
including LSTM-based [47], tree-based [35, 40], transformer-based [6, 36], and graph-based
[27, 44, 49] structures. Debiasing models are designed to address the unbalanced SGG
learning issue. There are three common approaches to balanced SGG learning: 1) Rebalanc-
ing methods aim to balance the data [23] or loss ratios between different classes in training
[18, 25, 26, 30, 43]. 2) Enhancing dataset methods focus on creating higher-quality train-
ing data by generating more informative labels for biased datasets [21, 46, 48]. 3) Post-
probability processing methods adjust the biased prediction distribution, where some meth-
ods suggest removing the harmful bias from the good bias in training [36] or recovering the
unbiased probabilities from the biased ones [2]. Though the debiasing models may perform
well on informative predicates, there hasn’t been any work on solving the biased predicate
prediction based on prompt learning, which limits their ability for novel predicate learning.

2.2 Prompt Learning

Prompt learning originates from NLP [4, 31, 32], aiming to alleviate the reliance on ex-
tensive supervised data [28] when transferring pre-trained models to downstream tasks.
This technique has recently been introduced to the CV field, including image classifica-
tion [33, 56, 57], visual grounding [45], visual question answering [15], image captioning
[15, 59], and zero-shot learning [39, 42, 58]. Recently, there have been several attempts
at prompt-learning-based SGG. The naive method uses relation tokens as the prompt [33],
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but it neglects the object distinction of triplets. [16] build a triplet-specific prompt, but the
enormous number of triplets occurring in complex scenarios result in extensive gains in
computation time. [53] utilizes pre-trained open-vocabulary grounding models to help SGG
models predict novel objects without considering novel predicates. [12, 46] design model-
specific prompts, which cannot plug-and-play into other SGG models. Our proposed prompt
learning method is model-agnostic, allowing easy application across different SGG models
and scalability to other tasks such as long-tail classification and detection (c.f. appendix).

3 Method
Preliminary. Given an image, SGG aims to detect pairwise relationships, abbreviated as
G = {O,E}, where O is the set of object nodes and E represents the edges of O. Each edge
(s,r,o) ∈ E includes a subject node s and an object node o along with their relation r ∈ R,
where R is the relation class set. Each node s or o consists of a bounding box and an object
label obtained from the object detectors (e.g., Faster-RCNN [34] in previous works [36, 47]).
Relation Feature Extractor. The regional feature extractor obtains the regional features
(vs,vo) of detected objects (s,o) using the ROI-Align [11] function (more details can be
found in the appendix). Features (vs,vo) are then input into the object refined model, which
consists of object and relation context encoders as used in [35, 36, 47], to get the refined
object features ( f̃s, f̃o). Then, the relation features for final predictions are encoded as:

fr = [ f̃s ⊕ f̃o]◦ fu, (1)

where ⊕ and ◦ denote concatenate and element-wise products, respectively, fu denotes the
union regional features of (s, o) [36], and the suffix r means the relation of the object nodes.

3.1 Prompt Learning for SGG
The proposed method is founded on the paradigm of prompt learning [14, 33], which in-
volves a sequence of three steps: Step 1: construct prompt T ; Step 2: generate text embed-
dings t = G(T ) using a large-scale language model G (e.g., language models from CLIP [33]
or BERT [4]); Step 3: calculate the matched similarities of relation embeddings er and text
embeddings t as S(t,er), where S(·, ·) is the cosine similarity function, er = L( fr), where L
denotes lightweight learnable projection layers designed to project er to the same represen-
tation space as text embeddings. Cosine similarities serve as the final logits z and are fed into
the cross-entropy loss function during training and employed before the softmax function to
generate the final posterior probabilities during inference.

3.1.1 Basic Prompts in SGG

Recognizing the significant impact of prompt variations on the performance of prompt learn-
ing [33, 57], we comprehensively discuss three types of basic prompts in SGG. Specifically,
we compare them in terms of complexity and learning ability. Complexity refers to the time
complexity of Step 2, which involves the computational time for obtaining text embeddings.
1) Relation Prompt (RP) uses the relation label words as the prompt that is formatted as:

T = {RELi}0≤i<|R|, (2)

where REL are the label words of all relation classes. RP is relation-specific, focusing solely
on the relationships and disregarding the information about object categories within the

Citation
Citation
{Jin, Chen, Wang, Wang, Yu, Liu, and Hwang} 2021{}

Citation
Citation
{Zhang, Pan, Yao, Huang, Mei, and Chen} 2023

Citation
Citation
{He, Gao, Song, and Li} 2022

Citation
Citation
{Yu, Li, Wu, Tang, Ji, and Zhuang} 2023

Citation
Citation
{Ren, He, Girshick, and Sun} 2015

Citation
Citation
{Tang, Niu, Huang, Shi, and Zhang} 2020

Citation
Citation
{Zellers, Yatskar, Thomson, and Choi} 2018

Citation
Citation
{He, Gkioxari, Doll{á}r, and Girshick} 2017

Citation
Citation
{Tang, Zhang, Wu, Luo, and Liu} 2019

Citation
Citation
{Tang, Niu, Huang, Shi, and Zhang} 2020

Citation
Citation
{Zellers, Yatskar, Thomson, and Choi} 2018

Citation
Citation
{Tang, Niu, Huang, Shi, and Zhang} 2020

Citation
Citation
{Jia, Yang, Xia, Chen, Parekh, Pham, Le, Sung, Li, and Duerig} 2021

Citation
Citation
{Radford, Kim, Hallacy, Ramesh, Goh, Agarwal, Sastry, Askell, Mishkin, Clark, et~al.} 2021

Citation
Citation
{Radford, Kim, Hallacy, Ramesh, Goh, Agarwal, Sastry, Askell, Mishkin, Clark, et~al.} 2021

Citation
Citation
{Devlin, Chang, Lee, and Toutanova} 2018

Citation
Citation
{Radford, Kim, Hallacy, Ramesh, Goh, Agarwal, Sastry, Askell, Mishkin, Clark, et~al.} 2021

Citation
Citation
{Zhou, Yang, Loy, and Liu} 2022{}



ZHU, ET AL.: HIERARCHICAL PROMPT LEARNING FOR SGG 5

triplets. Because all triplets belonging to a relation RELi share a common prompt template,
its computational complexity is relatively low, specifically O(n)=O(|R|).
2) Discrete Triplet Prompt (DTP) employs the triplet words (e.g., man standing on
sidewalk) as the prompt that is formatted as:

T = {[SUB j,RELi,OBJk]}
0≤ j<Ns,0≤k<No
0≤i<|R| , (3)

where SUB and OBJ are the subject and object label words, and the number of object pair
combinations is Np = Ns ×No. DTP is specific to triplets; it not only focuses on relations
but also incorporates object category information within the triplet. However, the involved
computational complexity is O(n) = O(Np × |R|), which is quadratic in nature, resulting
in high computational costs and resource consumption. Though it is possible to partially
improve the efficiency of DTP through engineering optimization to construct Efficient DTP
(denoted as EDTP; more details can be found in appendix), it remains inefficient.
3) Continuous Triplet Prompt (CTP) is a type of continuous prompt [29, 56, 57], where
all subject or object nodes within triplets sharing the same relation are associated with a
collective learnable continuous vector. The formulation of CTP is:

T = {[Vi
s,RELi,Vi

o]}0≤i<|R|, (4)

where V s and V o are learnable vectors corresponding subjects and objects in the triplets,
and their dimension equals the word embeddings of REL. Similar to RP, its computational
complexity is O(n)=O(|R|). Compared to DTP, it only requires lower computational costs.
Moreover, RP and DTP fall under discrete prompts [59] with fixed text embeddings, lacking
the learnable ability. On the other hand, CTP is a continuous prompt that enhances the
learning capability of prompts at a minimal cost in terms of parameter quantity.

3.2 Hierarchical Prompt Learning for SGG
Building upon the observations presented in Sec. 1, we introduce a hierarchical prompt com-
posed of multiple basic prompts to progressively mitigate negative gradients stemming from
various sources. As shown in Fig. 3, the construction steps of HP learning are as follows:

3.2.1 Hierarchical Grouping

We first formulate a hierarchical grouping method to prepare specific relation embeddings
for each prompt in HP, which involves progressively constraining the category space from
majority to minority. Upon obtaining relation embeddings as described in Sec. 3.1, we divide
them into three groups. The first group, denoted as er, comprises relation embeddings of
entire classes. The second group excludes background relation embeddings and encompasses
all foreground relation embeddings, represented by er∈R+ , where R+ denotes the foreground
group. The last group further eliminates head-class relation embeddings, retaining only tail-
class relation embeddings, denoted as er∈Rt , where Rt corresponds to the tail group.

3.2.2 Hierarchical Prompt

Base Prompt (BP) Firstly, we maintain a base prompt (denoted as Tbp). This prompt accom-
modates relation embeddings from all classes, including the background class. This prompt
is adopted to suppress false-positive predictions. The training loss for this prompt is:

Lbp(er∈R) =−log
exp(zr/τ)

∑ j ̸=r exp(z j/τ)+ exp(zr/τ)
, (5)
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Figure 3: The training and inference pipeline of HP. During training, relation embeddings are
extracted through the relation feature extractor and projection layer. Hierarchically grouped
relation embeddings are sent to corresponding prompts in HP for collaborative training. Dur-
ing inference, the outputs from prompts in HP are ensembled to generate the final prediction.

where zr = S(er∈R, t), t = G(Tbp), and τ is a temperature parameter.
Foreground Informative Prompt (FIP) Moving forward from BP, we introduce two hierar-
chically informative prompts. The first is a foreground informative prompt (denoted as Tfip).
It specifically eliminates relation embeddings from the background class, thereby mitigating
the impact of background negative gradients on foreground classes. Its training loss is:

Lfip(er∈R+) =−log
exp(zr/τ)

∑ j∈R+, j ̸=r exp(z j/τ)+ exp(zr/τ)
. (6)

Intra-tail Informative Prompt (IIP) However, simply addressing the adverse impact of the
background on the foreground is insufficient. The suppression of tail class learning by head
classes is also not to be overlooked, as discussed in Sec. 1. Therefore, following a similar
design philosophy as FIP, we introduce an intra-tail informative prompt (denoted as Tiip).
In the IIP training process, only visual embeddings from the tail classes are retained. This
ensures that it does not receive negative influence from head classes, reducing the significant
inhibition of negative gradients from head classes. The training loss for IIP is:

Liip(er∈Rt ) =−log
exp(zr/τ)

∑ j∈Rt , j ̸=r exp(z j/τ)+ exp(zr/τ)
, (7)

where zr = S(er∈Rt , t), and tr∈Rt = G(Tiip). As shown in Fig. 4, it can be observed that by
incorporating IIP, the posterior probabilities of most tail classes have been further elevated
compared to the FIP. More analysis about gradient and probability for HP is in the appendix.

HP is flexible in the selection of composed prompts, allowing BP, FIP, and IIP to be any
of the three basic prompts discussed in Sec.3.1.1. Additional design details for informative
prompts are presented in appendix.

0 10 20 30 40 50
0.000

0.025

0.050

0.075

0.100

Baseline FIP IIP

Figure 4: The posterior probabilities of head
and tail classes.

Collaborative Training. We leverage
a collaborative learning method to inte-
grate the gradients derived from informa-
tive prompts, thereby supplying more pos-
itive gradients for the optimization of fore-
ground and tail classes. The formalization
is as follows:

Lhp(er) = ω(
1

N+
∑

r∈R+

Lfip +
1
Nt

∑
r∈Rt

Liip)+
1
N ∑

r∈R
Lbp, (8)

where ω is a hyperparameter for uniform loss magnitudes. N+, Nt , and N are the number of
instances in foreground classes, tail classes, and all classes, respectively.
Ensemble Inference. We ensemble logits from FIP, IIP, and BP to integrate information for
prediction. Specifically, the background logits from BP serve as the final background logits,
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while a weighted sum of logits from all prompts in HP is used as the final foreground logits:{
z+ = α1z+fip +α2z+iip + z+bp
z− = z−bp.

(9)

Here, zbp=S(er,G(Tbp)). zfip and ziip are obtained by replacing Tbp with Tfip and Tiip.
z+∈RB×(R−1) and z−∈RB×1 are foreground and background logits. The final logits are
z=z−⊕z+. α1 and α2 are adjustment parameters. The predicted label r̂=argmax(softmax(z)).

3.2.3 Novel Predicate Generalization

We introduce a task termed Novel Predicate Generalization, denoted as NPG. Specifically,
all training samples are only from base classes, aiming to assess base-to-novel predicate gen-
eralization during evaluation. We tackle the NPG task using prompt-learning-based methods.
The learning objective is to align relation embeddings and text embeddings of the base pred-
icate prompt Tbase in the language semantic space. The training loss for basic prompts is:

Lnpg(er) =
1
N ∑

r∈Rbase

LCE (softmax(z/τ),r) , (10)

where z=S(er,G(Tbase)), and LCE is cross-entropy loss. The loss function for HP in the NPG
task is the same as in Eq. 8. During inference, we input prompt Tnovel for novel predicate
prediction. The relation embeddings are matched with generated text embeddings of Tnovel
using cosine similarities. The predicted label with the highest score is calculated as follows:

r̂ = argmax(softmax(z)) = argmax(softmax(S(er,G(Tnovel)))). (11)

4 Experiments
Tasks, datasets and metrics. We will demonstrate the effectiveness and superiority of the
proposed HP 1 in learning informative and novel predicates through evaluation on the follow-
ing two tasks: 1) Informative predicate learning. We conduct evaluation on two datasets,
Visual Genome (VG) [19] and OpenImages (OI) [20], to assess the performance of infor-
mative predicates. VG dataset [19] has 57723 images for training, 5000 and 26446 images
for validation and testing, and contains 150 object and 50 predicates categories [23, 36]. We
report Recall@K (R@K) and mean Recall@K (mR@K) metrics similar to [5, 23, 36, 47].
Notably, R@K leans towards uninformative predicates, while mR@K tends to favor infor-
mative ones [21]. Thus, we include the metric MR@K [54] to balancely evaluate both types
of predicates. OI is a large-scale dataset that contains two versions: V4 and V6. The V4
version has 53953 and 3234 images for the training and testing, with 7 object categories
and 9 predicate categories. The V6 version has 126368 images used for training, 1813 and
5322 images for validation and testing, respectively, with 301 object categories and 31 predi-
cate categories. We employ the same data preprocessing method and evaluation protocols as
[20, 23, 52]. We report the mR@50, R@50, weighted mean AP of relationships (wmAPrel),
weighted mean AP of phrases (wmAPphr) and weight metric scorewtd .
2) Novel predicate generalization. We designate VG [8] as the base training dataset, de-
noted as Dbase, and create a data split comprising 50 novel predicates not present in Dbase,

1Code of the model is available at https://github.com/ZHUXUHAN/HP.
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forming the evaluation dataset. This split is derived from the large-scale SGG dataset VG-
1800 [48], which contains 1807 predicate classes. We employ R@K, mR@K, and MR@K
metrics to independently present base and novel predicate performance and report their re-
spective Harmonic Mean (HM) [41, 56] to represent the overall performance.
Evaluation tasks. Our proposed methods are assessed on three tasks of SGG as follows:
1) Predicate Classification (PredCls): Given all ground-truth object categories and bounding
boxes in an image, predict the relations of object pairs. 2) Scene Graph Classification (SG-
Cls): Given the ground-truth bounding boxes of all objects, predict the categories of objects
and the relations of object pairs. 3) Scene Graph Generation (SGDet): Given an image only,
detect the bounding boxes and categories of all objects and predict their relationships.
Implementation details. Similar to [35, 36, 47], we adopt Faster R-CNN [34] as the object
detector, whose model parameters are frozen during training. The pre-trained text encoder
comes from CLIP-RN101 [33], which consists of masked self-attention transformers [38].

Moreover, in HP, the foreground categories are divided into two distinct groups according
to the instance count in the training split. Specifically, it includes head classes (more than
10K) and tail classes (less than 10K) in VG; Because of the scarcity of sample categories in
OI-V4 and OI-V6, we reduce the range of the head group (more than 100K), and the rare
classes belong to the tail group. More implementation details are in the appendix.

4.1 Informative Predicate Learning.
Setting. We conduct two group experiments to verify the proposed method’s effectiveness:

Method O(n) t(s) R@100 mR@100 MR@100

D
T

DTP O(Np ×|R|) +∞ - - -
EDTP O(Np ×|R|) 2.24 - - -

RP O(1×|R|) 0.99 - - -
CTP O(1×|R|) 0.99 - - -

HP-i O((N++2)×|R|) 1.01 - - -
HP O((N++Nt +3)×|R|) 1.05 - - -

D
I

DTP O(Np ×|R|) +∞ - - -
EDTP O(Np ×|R|) 2.20 37.3 8.4 22.9

RP O(1×|R|) 0.97 37.1 9.0 23.1
CTP O(1×|R|) 0.97 37.5 9.1 23.3

HP-i O(2×|R|) 0.99 37.4 9.3 23.4
HP O(3×|R|) 1.03 36.3 10.5 23.4

Table 1: Prompt comparison in SGDet mode in-
volves assessing computational complexity and
running time per image (t(s)) during both train-
ing (DT) and inference (DI). +∞ means the system
runs out of memory.

i) Comparison of various prompts.
We compare several various prompts,
including RP, DTP, and CTP, as well as
HP-i and HP. Here, HP-i denotes the
intermediate prompt format between
BP and HP that uses only FIP in con-
junction with BP, excluding IIP.
ii) Effectiveness on different base-
lines. Our proposed method is model-
agnostic and functions as a plug-and-
play module that integrates seamlessly
with various baselines. The first type
of baselines are plain models, such as
Motifs [47] and VCTree [35]. The
second type of baselines are debiasing
models like Motifs (Rwt) [3, 47], VCTree (Rwt) [3, 35], and PeNet (Rwt) [3, 54].
i) Comparison of various prompts. We assess the computational efficiency of various
prompts in SGDet mode, which involves more detected triplets compared to PredCls and
SGCls modes. As shown in Tab. 1, the computational complexity of DTP is significantly
high, even exceeding memory constraints, as there are a large number of triplets involved
in computation in DTP. While EDTP reduces hardware resource consumption, its compu-
tational efficiency still falls far behind that of RP and CTP. CTP performs best in mR@K
among the three basic prompts. Consequently, in informative predicate learning, we adopt
CTP as the BP in HP-i and HP. As shown in Tab. 2, HP-i and HP demonstrate improved
mR@K and MR@K than basic prompts. This improvement comes with slight increases in
computational cost and time (c.f. Tab. 1). Notably, HP exhibits greater improvements than
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Models PredCls SGCls SGDet

R@50 / 100 mR@50 / 100 MR@50 / 100 R@50 / 100 mR@50 / 100 MR@50 / 100 R@50 / 100 mR@50 / 100 MR@50 / 100

Motifs [47] 65.2 / 67.0 14.8 / 16.1 40.0 / 41.6 38.9 / 39.8 8.3 / 8.8 23.6 / 24.3 32.8 / 37.2 6.8 / 7.9 19.8 / 22.6
+RP 65.7 / 67.4 16.7 / 18.0 41.2 / 42.7 38.9 / 39.7 9.2 / 9.7 24.1 / 24.7 32.8 / 37.1 7.6 / 9.0 20.2 / 23.1
+EDTP 65.0 / 66.9 16.3 / 17.8 40.7 / 42.4 38.6 / 39.6 9.0 / 9.6 23.8 / 24.6 32.9 / 37.3 7.1 / 8.4 20.0 / 22.9
+CTP 65.7 / 67.4 17.2 / 18.4 41.5 / 42.9 39.4 / 40.2 9.6 / 10.2 24.5 / 25.2 32.9 / 37.5 7.7 / 9.1 20.3 / 23.3

+HP-i 64.8 / 67.4 18.7 / 21.3 41.8 / 44.4 40.0 / 40.7 11.1 / 11.8 25.6 / 26.3 32.9 / 37.4 8.0 / 9.3 20.5 / 23.4
+HP 64.2 / 66.0 24.1 / 25.8 44.2 / 45.9 39.3 / 40.2 13.5 / 14.3 26.4 / 27.3 31.9 / 36.3 8.9 / 10.5 20.4 / 23.4

VCTree [35] 65.4 / 67.2 16.7 / 18.2 41.1 / 42.7 46.7 / 47.6 11.8 / 12.5 29.3 / 30.1 31.9 / 36.2 7.4 / 8.7 19.7 / 22.5
+HP-i 65.1 / 66.9 20.4 / 22.1 42.8 / 44.5 45.7 / 46.8 13.6 / 14.6 29.7 / 30.7 31.9 / 36.2 7.9 / 9.6 19.9 / 22.9
+HP 63.3 / 65.2 23.8 / 25.7 43.6 / 45.5 46.2 / 47.2 14.3 / 15.7 30.3 / 31.5 30.8 / 35.1 9.2 / 10.8 20.0 / 23.0

Table 2: Performance comparison of different types of prompts on plain baselines on VG.
The top-performing methods across all settings are underlined.

Models PredCls SGCls SGDet

R@50 / 100 mR@50 / 100 MR@50 / 100 R@50 / 100 mR@50 / 100 MR@50 / 100 R@50 / 100 mR@50 / 100 MR@50 / 100

Motifs (IETrans) [48] ECCV ’22 54.7 / 56.7 30.9 / 33.6 42.8 / 45.2 32.5 / 33.4 16.8 / 17.9 24.7 / 25.6 26.4 / 30.6 12.4 / 14.9 19.4 / 22.8
Motifs (GCL) [6] CVPR ’22 42.7 / 44.4 36.1 / 38.2 39.4 / 41.3 26.1 / 27.1 20.8 / 21.8 23.5 / 24.5 18.4 / 22.0 16.8 / 19.3 17.6 / 20.7
Motifs (PKO) [24] BMVC ’22 56.0 / 58.2 31.4 / 34.0 43.7 / 46.1 34.0 / 35.1 17.6 / 19.1 25.8 / 27.1 27.0 / 31.1 13.4 / 16.1 20.2 / 23.6
Motifs (CFA) [22] [22] ICCV ’23 54.1 / 56.6 35.7 / 38.2 44.9 / 47.4 34.9 / 36.1 17.0 / 18.4 26.0 / 27.3 27.4 / 31.8 13.2 / 15.5 20.3 / 23.7

Motifs (Rwt) [3, 54] 53.2 / 55.5 33.7 / 36.1 43.5 / 45.8 32.1 / 33.4 17.7 / 19.1 24.9 / 26.3 25.1 / 28.2 13.3 / 15.4 19.2 / 21.8
Motifs (Rwt) + HP-i 54.2 / 56.4 34.8 / 37.3 44.5 / 46.9 33.6 / 34.6 20.3 / 21.9 27.0 / 28.3 25.8 / 29.7 15.2 / 17.9 20.5 / 23.8
Motifs (Rwt) + HP 53.3 / 55.4 37.3 / 39.3 45.3 / 47.4 33.4 / 34.4 21.6 / 22.7 27.5 / 28.6 25.9 / 30.0 15.4 / 18.2 20.7 / 24.1

VCTree (IETrans) [48] ECCV ’22 53.0 / 55.0 30.3 / 33.9 41.7 / 44.5 32.9 / 33.8 16.5 / 18.1 24.7 / 30.0 25.4 / 29.3 11.5 / 14.0 18.5 / 21.7
VCTree (GCL) [6] CVPR ’22 40.7 / 42.7 37.1 / 39.1 38.9 / 40.9 27.7 / 28.7 22.5 / 23.5 25.1 / 26.1 17.4 / 20.7 15.2 / 17.5 16.3 / 19.1
VCTree (PKO) [24] BMVC ’22 56.1 / 58.2 32.2 / 34.6 44.2 / 46.4 39.1 / 40.4 22.3 / 23.7 30.7 / 32.1 26.5 / 30.7 13.2 / 15.9 19.9 / 23.3
VCTree (CFA) [22] ICCV ’23 54.7 / 57.5 34.5 / 37.2 44.6 / 47.4 42.4 / 43.5 19.1 / 20.8 30.8 / 32.2 27.1 / 31.2 13.1 / 15.5 20.1 / 23.4
VCTree (Rwt) + HP 55.1 / 57.1 36.3 / 38.5 45.7 / 47.8 39.8 / 41.0 26.1 / 27.6 33.6 / 34.3 25.4 / 29.8 14.5 / 17.4 20.0 / 23.6

PeNet (Rwt) [54]∗ CVPR ’22 53.8 / 56.3 42.8 / 45.4 48.3 / 50.9 31.6 / 32.9 25.2 / 26.7 28.4 / 29.4 24.1 / 28.0 16.3 / 19.4 20.2 / 23.7
PeNet (Rwt) + HP 56.1 / 58.6 43.2 / 46.0 49.7 / 52.3 33.5 / 34.8 25.4 / 27.2 29.5 / 31.0 24.0 / 27.9 16.7 / 19.8 20.4 / 23.9

Table 3: Performance comparison of different types of debiasing models on VG. ∗ denotes
we integrate the CTP module into the method based on our code framework.
HP-i in mR@K and MR@K, underscoring that a higher proportion of positive gradients for
tail groups leads to more significant performance enhancements for informative predicates.

D Models mR@50 R@50 wmAP scorewtd
rel phr

V
4

RelDN[51] CVPR’19 - 74.94 35.54 38.52 44.61
GPS-Net[26] CVPR’20 - 77.27 38.78 40.15 47.03
BGNN[23] ‡ CVPR’21 72.11 75.46 37.76 41.70 46.87

Motifs + HP-i 73.43 78.40 38.82 42.96 47.79
Motifs + HP 73.86 78.38 38.63 42.87 47.58

V
6

Motifs[47] CVPR’18 32.68 71.63 29.91 31.59 38.93
RelDN[51] CVPR’19 33.98 73.08 32.16 33.39 40.84
VCTree[35] CVPR’19 33.91 74.08 34.16 33.11 40.21
TDE[36] ‡ CVPR’20 35.47 69.30 30.74 32.80 39.27
GPS-Net[26] ‡ CVPR’20 35.26 74.81 32.85 33.98 41.69
BGNN[23] ‡ CVPR’21 40.45 74.98 33.51 34.15 42.06
PeNet[54] CVPR’23 - 76.50 36.60 37.40 44.90

Motifs + HP-i 37.97 76.50 38.44 39.29 46.28
Motifs + HP 38.65 76.51 37.78 38.49 45.59
Motifs (Rwt) + HP ‡ 41.46 76.34 34.81 35.42 42.31

Table 4: Performance comparison on OI. De-
biasing models are marked by ‡.

ii) Effectiveness on different baselines.
Firstly, HP improves mR@K with min-
imal to no decrease in R@K when ap-
plied to plain baseline models, as seen
in Tab. 2. For example, with the Motifs
baseline, HP achieves enhancements rang-
ing from 32.9% to 60.2% in mR@100 and
3.5% to 12.3% in MR@100. Secondly, as
seen in Tab. 3, when applied to debiasing
baseline models, both HP-i and HP outper-
form the baseline on mR@K and MR@K.
Moreover, HP achieves comparable or bet-
ter mR@K compared to other debiasing
models, with its MR@K showing the most
significant improvement among all models.
Furthermore, we demonstrate the superiority of our methods on the OI dataset (c.f. Tab. 4).
Both HP-i and HP outperform SOTA debiasing models only with plain baseline models.
Upon incorporating the simple Rwt [3] debiasing method, HP shows a substantial boost
in mR@K, surpassing the previous best model BGNN [23] across all metrics. Finally, we
further validate additional baselines and present qualitative results (c.f. appendix), all con-
firming the effectiveness of HP in informative predicate learning.

4.2 Novel Predicate Generalization.
Setting. We evaluate three SGG tasks: PredCls, SGCls, and SGDet. Different from the
informative predicate learning task, the prior frequency bias [47] and the ensemble infer-
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Split Methods PredCls SGCls SGDet
R@ 50 / 100 mR@ 50 / 100 MR@ 50 / 100 R@ 50 / 100 mR@ 50 / 100 MR@ 50 / 100 R@ 50 / 100 mR@ 50 / 100 MR@ 50 / 100

Base
RP 64.45 / 66.36 14.64 / 15.77 39.55 / 41.07 38.59 / 39.40 8.63 / 9.12 23.61 / 24.26 31.92 / 36.17 6.41 / 7.50 19.17 / 21.84
HP-i 64.15 / 66.11 17.09 / 18.44 40.62 / 42.28 38.23 / 39.04 9.92 / 10.48 24.08 / 24.76 31.78 / 35.97 7.43 / 8.76 19.61 / 22.37
HP 63.86 / 65.88 19.43 / 21.07 41.65 / 43.48 38.15 / 39.01 10.64 / 11.39 24.40 / 25.20 31.59 / 35.86 7.76 / 9.17 19.68 / 22.52

Novel
RP 11.10 / 11.17 5.88 / 5.90 8.49 / 8.54 6.86 / 6.86 3.97 / 3.97 5.42 / 5.42 5.41 / 5.83 3.14 / 3.48 4.28 / 4.66
HP-i 12.65 / 12.68 7.12 / 7.13 9.89 / 9.91 6.92 / 6.99 4.40 / 4.42 5.66 / 5.71 6.28 / 7.23 5.24 / 5.86 5.76 / 6.55
HP 13.35 / 13.39 7.85 / 7.87 10.60 / 10.63 7.21 / 7.28 6.00 / 6.18 6.61 / 6.73 6.89 / 7.73 5.52 / 6.29 6.21 / 7.01

HM
RP 18.94 / 19.12 8.39 / 8.59 13.98 / 14.13 11.65 / 11.69 5.44 / 5.53 8.81 / 8.85 9.25 / 10.04 4.22 / 4.75 6.99 / 7.67
HP-i 21.13 / 21.28 10.05 / 10.28 15.90 / 16.05 11.72 / 11.86 6.10 / 6.22 9.17 / 9.27 10.49 / 12.04 6.15 / 7.02 8.90 / 10.13
HP 22.08 / 22.26 11.18 / 11.46 16.90 / 17.08 12.13 / 12.27 7.67 / 8.01 10.40 / 10.62 11.31 / 12.72 6.45 / 7.46 9.43 / 10.69

Table 5: Performance comparison of various prompt-learning-based methods on the NPG
task. HM means the harmonic mean metric [56]. The baseline model is Motifs [47].

ence method are not applicable in the NPG task. This is because specific prior knowledge
associated with base predicates may negatively impact the performance of novel predicates.

Split Methods
PredCls

R@ 50 / 100 mR@ 50 / 100 MR@ 50 / 100

Base
RP 64.45 / 66.36 14.64 / 15.77 39.55 / 41.07
EDTP 57.58 / 59.07 12.67 / 13.59 35.13 / 36.33
CTP 64.51 / 66.37 16.09 / 17.31 40.30 / 41.84

Novel
RP 11.10 / 11.17 5.88 / 5.90 8.49 / 8.54
EDTP 1.72 / 1.95 3.63 / 3.87 2.68 / 2.91
CTP 1.17 / 1.17 1.37 / 1.37 1.27 / 1.27

HM
RP 18.94 / 19.12 8.39 / 8.59 13.98 / 14.13
EDTP 3.34 / 3.78 5.64 / 6.02 4.97 / 5.39
CTP 2.30 / 2.30 2.53 / 2.54 2.46 / 2.47

Table 6: Performance comparison of different
basic prompts on the NPG task.

As seen in Tab. 6, RP achieves the best
mR@K and MR@K performance on the
novel split among all three basic prompts,
highlighting that EDTP and CTP exhibit
weaker transferability to novel predicates,
as their class-specific trait reduces the
transferability. Therefore, we choose RP
as the BP in HP-i and HP. Additionally, as
shown in Tab. 5, HP-i and HP outperform
RP on mR@K and MR@K in the novel
split, indicating that better performance on
informative predicates helps improve novel predicate prediction. Furthermore, HP outper-
forms HP-i on mR@K, suggesting that enhanced performance on more diverse and infor-
mative predicates benefits transferability to novel predicates. Finally, HP achieves the best
performance on the HM metric across three tasks, demonstrating its superior performance
on both base predicate learning and novel predicate generalization.

5 Conclusion

In this work, we propose a hierarchical prompt (HP) learning method to improve informative
and novel predicate performance in SGG. HP leverages two forms of informative prompts
to alleviate the detrimental effects of negative gradients, thereby enhancing foreground and
tail predicate learning. Combined with various baselines, HP shows significant performance
gains in informative predicates and achieves new SOTA results on mR@K and MR@K met-
rics. Furthermore, we establish a novel predicate generalization task with a new benchmark
to assess the novel predicate performance. HP demonstrates optimal performance compared
to other prompt-learning-based methods. Additionally, HP can be easily extended to other
tasks, offering new inspiration for their advancement in balanced and zero-shot learning.
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