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A Additional Results

A.1 Local vs. Global Entropy Minimization
A core of our approach is to employ local entropy minimization instead of global (image-
level) entropy minimization, which has been explored in many of the existing model adap-
tation methods, e.g., [5]. To demonstrate the effectiveness of local entropy minimization,
we compare the accuracy of the global and local entropy minimization losses when each is
used alone. Table 1 shows the results. We can see that local entropy minimization is much
better than global entropy minimization for all the datasets, which validate the effectiveness
of our idea. Moreover, Ours, i.e., the method jointly performs local entropy minimization
and global entropy maximization, shows superior performance, confiming the superiority of
our method.

A.2 Other Style-emphasizing Transformation
We employ block shuffle and Gaussian blur to destruct class information to emphasize style
information. In Table 2, we analyze the effectiveness of other possible style-emphasizing
transformations including vertical flip, random crop and Gaussian noise. After all, we can
see that block shuffle and Gaussian blur are significantly superior to the rest and effectively
emphasize style information.

A.3 Per-Domain Performance
We show per-domain performance of the three datasets (Office-Home, VLCS, and PACS) in
Tables 3, 4, and 5, respectively. Overall, our method is the only method that can improve
Zero-shot CLIP in all the domains for all the datasets. In particular, our method outperforms
all the existing methods in every domain of VLCS (Table 4) and outperforms the best com-
petitive method (PromptStyler) by a significant margin (1.3%). These results underscore the
high stability of our method. One notable advantage of our method would be that it achieves
remarkable gains especially in the domains having styles very different from photo, such as
clipart in Office-Home (more than 2% better than Zero-shot CLIP) and sketch in PACS
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Method Office-Home VLCS PACS
Global entropy minimization 54.18 75.03 75.80
Local entropy minimization 82.30 83.53 96.10

Ours 83.70 84.18 97.23

Table 1: Local vs. Global Entropy Minimization Accuracies of the model are listed. We
can see that local entropy minimization works much better than global entropy minimiza-
tion. Ours, i.e., the method incorporating local entropy minimization and global entropy
maximization, shows superior performance.

Transformation Accuracy
None 76.00

Block Shuffle 77.43
Gaussian Blur 79.78
Vertical Flip 75.55

Random Crop 72.39
Gaussian Noise 70.05

Table 2: Effectiveness of style-emphasizing transformation. Effectiveness of many kinds
of style-emphasizing transformations is shown. we can see that Gaussian blur and vertical
flip work well to emphasize style information.

(more than 3% better than Zero-shot CLIP), which proves the strong adaptation ability of
our method.

A.4 Qualitative Analysis on Style-emphasized Images
We show the examples of style-emphasized images in Figure 1. We can see that the class
information is destructed more by block shuffle as the number of grids increases. However,
if we do not apply Gaussian blur, we can still see the remaining class information in some
local regions. By applying Gaussian blur, it becomes more difficult to recognize the class
information even in local regions. The prior work [3] shows that the style information is
captured by abstracted information such as the mean and the standard deviation. Hence,
Gaussian blur does not affect the style information. While the class information is disrupted,
style information is not affected. Therefore, the transformation successfully emphasizes the
style information.

A.5 Qualitative Analysis on Picked Up Patches
We show the visualization of picked up patches when we apply the local entropy minimiza-
tion in Figure 2. It is clear from the images that our method successfully picks up the patches
that contain rich class information in images of various domains: art, cartoon, and photo.
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Method Office-Home
Art Clipart Product Real World Mean

Zero-shot CLIP [4] 82.7 67.7 89.2 89.6 82.3
TAF-Cal [7] 61.5 55.0 74.9 77.0 67.1

Xiao et al. [6] 69.3 58.3 79.3 81.3 72.1
TPT [5] 78.1 63.2 83.2 81.9 76.6

DiffTPT [2] 76.2 61.3 82.1 81.0 75.2
PromptStyler [1] 83.8 68.2 91.6 90.7 83.6

Ours (Bottom-K) 83.9 69.8 90.6 90.5 83.7
Ours (Thresholding) 84.1 69.6 90.6 90.6 83.7

Table 3: Results on Office-Home. Accuracies of the model are listed. The highest accuracy
is highlighted in bold, and the second highest accuracy is underlined. We test two region
selection methods for local entropy minimization: “Bottom-K” picks regions with the K
smallest predicted entropy, and “Thresholding” selects regions below a threshold τ .

Method VLCS
Caltech LabelMe SUN09 VOC2007 Mean

Zero-shot CLIP [4] 100.0 68.9 74.8 85.9 82.4
TPT [5] 100.0 65.1 72.1 83.7 80.2

DiffTPT [2] 100.0 67.0 75.5 86.4 82.2
PromptStyler [1] 99.9 71.5 73.9 86.3 82.9

Ours (Bottom-K) 100.0 71.9 75.7 89.1 84.2
Ours (Thresholding) 100.0 72.0 75.5 89.0 84.1

Table 4: Results on VLCS. Accuracies of the model are listed. The highest accuracy is
highlighted in bold, and the second highest accuracy is underlined. We test two region
selection methods for local entropy minimization: “Bottom-K” picks regions with the K
smallest predicted entropy, and “Thresholding” selects regions below a threshold τ .

Method PACS
Art Painting Cartoon Photo Sketch Mean

Zero-shot CLIP [4] 97.2 99.1 99.9 88.2 96.1
TAF-Cal [7] 85.7 82.6 96.1 83.0 86.9

Xiao et al. [6] 82.0 79.7 95.9 79.0 84.2
TPT [5] 97.8 99.2 99.9 89.1 96.5

DiffTPT [2] 97.3 99.1 99.9 88.8 96.3
PromptStyler [1] 97.6 99.1 99.9 92.3 97.2

Ours (Bottom-K) 97.9 99.2 99.9 91.9 97.2
Ours (Thresholding) 97.9 99.3 99.9 91.8 97.2

Table 5: Results on PACS. Accuracies of the model are listed. The highest accuracy is
highlighted in bold, and the second highest accuracy is underlined. We test two region
selection methods for local entropy minimization: “Bottom-K” picks regions with the K
smallest predicted entropy, and “Thresholding” selects regions below a threshold τ .
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w/o Gaussian blur

w/ Gaussian blur

number of gids !×! #×# $×$ %×%

Figure 1: Examples of transformed images. We can see that the class information is de-
structed more by block shuffle as the number of grids increases. Moreover, it becomes more
difficult to recognize the class information by applying Gaussian blur.

Figure 2: Visualization of picked up patches. We can see that our method successfully
picks up the patches with strong class information.
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