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Abstract

Large and well-annotated datasets are essential for advancing deep learning appli-
cations, however often costly or impossible to obtain by a single entity. In many areas,
including the medical domain, approaches relying on data sharing have become critical
to address those challenges. While effective in increasing dataset size and diversity, data
sharing raises significant privacy concerns. Commonly employed anonymization meth-
ods based on the k-anonymity paradigm often fail to preserve data diversity, affecting
model robustness. This work introduces a novel approach using Conditional Variational
Autoencoders (CVAESs) trained on feature vectors extracted from large pre-trained vision
foundation models. Foundation models effectively detect and represent complex patterns
across diverse domains, allowing the CVAE to faithfully capture the embedding space of a
given data distribution to generate (sample) a diverse, privacy-respecting, and potentially
unbounded set of synthetic feature vectors. Our method notably outperforms traditional
approaches in both medical and natural image domains, exhibiting greater dataset diver-
sity and higher robustness against perturbations while preserving sample privacy. These
results underscore the potential of generative models to significantly impact deep learn-
ing applications in data-scarce and privacy-sensitive environments. The source code is
available at github.com/francescodisalvo05/cvae-anonymization.

1 Introduction

Over the past decade, Deep Neural Networks have made significant progress, impacting a
wide range of industries. A key driver of this progress has been the increasing availability
of large, well-annotated datasets. However, such datasets are rare in several domains, such
as medical image analysis [1]. While data-sharing between institutions offers a potential
solution, it also raises privacy concerns over personal data. To this extent, data privacy has
been a focal point for decades.
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Figure 1: Illustration of our proposed anonymization approach. Given an image dataset
(xi,yi) € X with categorical class distribution C, we first utilize a large pre-trained model to
extract and store feature embeddings and corresponding labels (f;,y;) € F. These embed-
dings capture both local and contextual information while inherently reducing dimension-
ality. Subsequently, the embeddings are used during training of a Conditional Variational
Autoencoder (CVAE) to capture the training distribution conditioned on the respective class
labels y;. Finally, we train a task-specific head while dynamically generating new synthetic
feature vectors a; conditioned on class labels ¥; ~ C through CVAE’s frozen decoder. This
not only ensures data anonymity but also increases data diversity and model robustness.

For instance, the k-anonymity paradigm [38] was introduced in 2002 to obscure user data
in relational databases, ensuring that no individual could be distinguished from at least k—1
others. Building on this idea, the k-Same [27] method emerged to address privacy concerns
in surveillance technologies. It aggregates disjoint clusters of k data points (i.e., faces) with
their centroid, either in the pixel space or in the eigenspace.

With the advent of generative adversarial networks (GANS) [5, 12], new possibilities for
generating synthetic images have emerged. However, there is a risk of embedding personal
information in the latent space. To address this, methods such as k-Same-Net [24] enforced
k-anonymity within GANs’ latent space during training. Furthermore, GANs have struggled
with issues such as mode collapse, where models fail to produce diverse outputs, thereby lim-
iting their generalizability [37, 39]. Orthogonally, recent advancements have shifted focus to
vision foundation models [2, 29, 35], typically trained in a self-supervised fashion on large
unlabeled datasets. These large models using vision transformers [9] excel at capturing high-
level complex patterns and contextual information across different domains. Moreover, their
robustness against image corruptions and distribution shifts [31] is an established benefit.
Researchers are now proposing foundation models for specific domains including healthcare
[21, 40, 48], climate [28], geospatial data [22], and more. The rich and low-dimensional
feature representation derived from these models makes them a suitable alternative (to the
higher dimensional raw images) for pursuing downstream tasks, such as classification.

Building on the potential of those highly complex and informative representations, as il-
lustrated in Figure 1, we train a Conditional Variational Autoencoder (CVAE) on the feature
space of a pre-trained foundation model to accurately capture the training distribution. The
generative process, conditioned on class labels, effectively mimics the original distribution
while enhancing privacy and expanding the diversity of the generated feature vectors. After
capturing the training data distribution with our CVAE, we demonstrate a paradigm that no
longer relies on disclosing the original images (or their embeddings) but simply the frozen
CVAE decoder allowing the sampling of any required dataset size. Despite tremendous ben-
efits with respect to data and patient privacy, this also substantially reduces the required data
exchange from an order of gigabytes (images) to a few megabytes (decoder weights).
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In summary, our contributions are:

* We propose a novel anonymization paradigm using Conditional Variational Autoen-
coders (CVAESs) trained on the feature space of foundation models, which provides a
more informative and compact representation than the traditional image space.

* We demonstrate superior feature diversity and classification performance with our
CVAE compared to reference approaches across both medical and natural datasets.
This also highlights the effectiveness of foundation model’s feature representation,
even in areas beyond its initial training focus.

* We show that the diverse feature representation obtained via dynamic sampling and
decoding through CVAE’s decoder enhances model robustness against perturbations.

2 Related works

As digital data usage expands, the need for robust privacy measures becomes critical. The
k-anonymity framework, proposed by Sweeney [38], addresses this by ensuring that an in-
dividual cannot be distinguished from at least k — 1 others within database entries. This
method involves generalizing or suppressing specific identifying attributes such as zip code,
gender, and other sensitive information. While effective at masking identities, this approach
often leads to significant data loss, reducing the utility of the data. With the rise of video
surveillance systems in New York, a seminal work [27] introduced k-Same for face de-
identification, translating these principles to more complex scenarios, including the pixel
space and the eigenspace. This is achieved by collapsing groups of k elements into a sin-
gle representative point, namely the centroid. Despite its application in real-world medical
systems [11], the inherited data loss and lower data diversity can substantially affect the gen-
eralization [15, 45] and robustness [14, 20] of machine learning based solutions, particularly
in domains where data is already scarce.

Moreover, building on the capabilities of GANs to generate high-quality synthetic sam-
ples, k-Same-Net [24] applies the k-anonymity paradigm within GANs’ latent space for
face de-identification. Enhancing this further, k.-SALSA [18] recently introduced local style
alignment to preserve granular details in retinal images, while PLAN [32] introduces an aux-
iliary identity classifier to prevent sample collisions. However, GANSs still face significant
challenges due to their high computational demands, training instability, and mode collapse
[37, 39], which can affect their efficiency and reliability.

Before the advent of GANs, Variational Autoencoders (VAEs) have already demon-
strated their generative capabilities. For face de-identification, Yang et al. [44] generate
realistic yet untraceable images by clustering and re-synthesizing facial features. Tachoon
et al. [19] enforce privacy by introducing noise into the latent vectors, obscuring identi-
ties before reconstruction. Other than the image domain, VAEs have been employed for
anonymizing speaker data [33] and tabular data [28], as well. Conditional Variational Au-
toencoders (CVAEs) enhance the versatility of VAEs by allowing the generative process to be
conditioned on additional labels or attributes, effectively tailoring the output to specific data
characteristics. Hajihassnai et al. [16] introduce ObscureNet [16], a CVAE-like architecture
to anonymize sensor data, that conditions the latent space on private attributes (e.g., age,
gender). The architecture consists of one input encoder, multiple external discriminators
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(one per attribute), and a conditional decoder. Apart from anonymization, the conditional
generative process of CVAEs has been used to augment training data [10, 34], addressing
issues such as data scarcity and imbalance.

In contrast, our approach first enhances the conditional generative process by shifting the
generation from the pixel space to the embedding space, utilizing large pre-trained founda-
tion models. This transition enables a more efficient feature generation, thanks to the more
compact and informative feature representation. In contrast to ObscureNet [16], we employ
one conditional encoder rather than multiple discriminators, which allows our architecture to
scale more efficiently with the number of classes. Furthermore, instead of simply augment-
ing our training dataset, we focus on mimicking its embedding-based training distribution,
aiming to replicate a diverse and privacy-aware distribution. We further integrate this gener-
ative process during training of downstream tasks, which allows us to dynamically generate
new samples until convergence.

3 Method

The proposed approach to capture and anonymize a given training dataset is illustrated in
Figure 1. Initially, we describe the process of feature extraction through vision foundation
models. This is followed by a description of CVAE’s training procedure. We then introduce
two anonymization strategies: the first generates a persistent synthetic replica of the training
dataset, while the second continuously generates data on the fly for downstream tasks.

3.1 Feature extraction

We employ a large pre-trained model to extract and subsequently store feature embeddings
and their associated labels (f;,y;) € F for each labeled input image (x;,y;) € X, with an
associated categorical class distribution C. The extracted feature representations f; represent
the positional information of x; within the feature space of the selected feature extractor.
Here, close points are more likely to share similar image patterns while distant points indi-
cate semantic differences, potentially across different classes. This descriptive property of
the feature space is beneficial for effectively capturing the training distribution. It is much
less pronounced in the original pixel space, which suffers from inherent information re-
dundancy and the challenge of calculating meaningful distances in high-dimensional spaces.
Additionally, from a storage perspective, while a conventional 2D RGB image of dimensions
224 %224 occupies approximately 150,000 pixels, the corresponding image embeddings typ-
ically have around 1,000 components, reducing data storage by several orders of magnitude.
For our experiments, we rely on DINOv2 ViT-B/14 [29], one of the most recent open-source
foundation models that achieved state-of-the-art performance in a variety of tasks, demon-
strating the high quality of their latent feature representations.

3.2 CVAE training

Conditional Variational Autoencoders extend traditional Variational Autoencoders by inte-
grating specific attributes, such as class labels, into the data generation process. This exten-
sion allows the CVAE to not only produce data that closely resembles the original samples in
terms of content but also aligns with the conditioned attributes, thereby improving both the
relevance and specificity of the generated data. In our setup, the CVAE is trained to accurately


Citation
Citation
{Fajardo, Findlay, Jaiswal, Yin, Houmanfar, Xie, Liang, She, and Emerson} 2021

Citation
Citation
{Pesteie, Abolmaesumi, and Rohling} 2019

Citation
Citation
{Hajihassnai, Ardakanian, and Khazaei} 2021

Citation
Citation
{Oquab, Darcet, Moutakanni, Vo, Szafraniec, Khalidov, Fernandez, Haziza, Massa, El-Nouby, etprotect unhbox voidb@x protect penalty @M  {}al.} 2023


DI SALVO ET AL.: CAPTURING FEATURE DISTRIBUTIONS WITH CVAES 5

learn and replicate the distribution of a feature dataset ', conditioned on the corresponding
labels, i.e., (f;,y; = ¢). This training allows us to subsequently generate new anonymous fea-
ture vectors a; for a chosen class j; that reflect the original training distribution. We can thus
utilize only the pre-trained decoder to sample arbitrarily many samples per class ¢, adhering
to the original categorical class distribution C. This approach ensures that the generated data
maintains consistency with the original dataset while enhancing privacy and utility, likewise.

3.3 Offline anonymization

The first way to anonymize our dataset is via storing a persistent anonymized replica of the
data. To this end, once the CVAE is appropriately trained, we generate synthetic feature
vectors that reflect the initial data size and class distribution. This anonymization process
is described in Algorithm 1 and requires a pre-trained CVAE model, a number of synthetic
samples N and a categorical distribution C representing the class probabilities of the original
dataset. This ensures the generation of similar class proportions in the synthetic dataset. For
each of the desired N data points (step 2), a class label ; is sampled from C (step 3). Next, a
latent variable z; is drawn from a standard normal distribution (step 4) to serve as a stochastic
input for data generation. These sampled variables (z;,7;) are fed into CVAE’s decoder,
which generates a new data point a; conditioned on the class label (step 5). Finally, both the
generated data point and its label are then stored (step 6). Upon completion, the algorithm
outputs the anonymized datasets, consisting of these synthetically generated feature vectors
and their labels, effectively balancing privacy preservation with the utility of the dataset for
downstream tasks.

Algorithm 1 anonymize(CVAE,C,N)

1 A] {initialize anonymized dataset}
2. for j=1,2,...,Ndo

3 yi~C {sample §; from class categorical distribution C}
4 zj~N(0,1) {standard normal sampling }
5 aj < CVAE.decoder(z;,J;) {conditional decoding}
6: A.append((a},¥;)) {append the generated tuple}
7: return A

3.4 Online anonymization

Another way to ensure data anonymization is to eliminate the use of persistent datasets en-
tirely. Our proposed CVAE model exemplifies this approach by replacing the traditional
dataset with the CVAE’s pre-trained decoder. Specifically, we iteratively generate new data
on the fly during the training of our task-specific head, meaning no persistent data is re-
quired anymore. This method not only overcomes the need to store or send large volumes
of sensitive data but also enables the sharing of a simple model (CVAE’s decoder) capable
of replicating the training data distribution at an arbitrary incidence rate without actual data
exchange. Moreover, in the context of model sharing, such as in federated learning [36, 46],
our approach offers additional security benefits. While federated learning allows for task-
specific models trained on private data to be shared without exchanging the data itself, it is
not without risks; model weights can potentially reveal training data characteristics [13, 26].
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Our approach iteratively generates anonymized and stochastic data. This can introduce
an additional layer of security, further mitigating the risks associated with traditional data-
and model-sharing approaches.

4 Experimental results

Initially, we outline the process of feature extraction and the training of our Conditional Vari-
ational Autoencoder (CVAE). Subsequently, we evaluate the classification performance and
feature diversity using our anonymized method compared to k-Same [27], the foundational
anonymization method that influenced machine-learning-related applications, such as GANs
[24]. Additionally, we evaluate the classification performance under inference perturbations,
showcasing the robustness of the generated feature representation. Lastly, we perform a
qualitative analysis of the initial feature space and the anonymized one, in order to visually
comprehend the representativeness of the proposed method.

4.1 Feature extraction and CVAE training

For feature extraction, we used the DINOv2 ViT-B/14 foundation model [29], which has
been trained on 142 million natural images and outputs image embeddings of size 768. To
optimize the training process of our CVAE, these embeddings were pre-generated and stored
on disk [7, 25]. For datasets lacking official validation splits, we extracted a stratified sample
(10%) from the training data to ensure representativeness. Note that both validation and test
sets were kept non-anonymized, preserving their semantic integrity.

The CVAE architecture comprises a conditional encoder and a conditional decoder. The
encoder first concatenates input features with one-hot class labels and then processes it
through two linear layers having 256 and 100 dimensions, respectively. The latent vari-
able z is again concatenated with the one-hot class labels and passed to a symmetric decoder
that mirrors the encoder’s architecture. We train the CVAE with the Adam optimizer, learn-
ing rate of 0.001, and early stopping. In addition to the MSE loss, a KL-divergence loss is
employed to enforce a standard normal prior in the latent space weighted with f = 0.1, pri-
oritizing the reconstruction. These hyperparameters are standardized across all experiments
to ensure consistent comparisons.

4.2 Feature diversity and downstream performance

Evaluation metrics The k-Same method simplifies anonymization by collapsing groups
of k data points into their centroid. While effective for anonymization, this approach often
results in significant information loss and increased data sparsity. Conversely, CVAE ef-
fectively maintains the initial distribution’s representation, enabling the generation of more
samples than originally used, without the compromise on diversity. Yu et al. [45] estimate
data diversity through the convex hull and the maximum dispersion, defined as the sum of all
pairwise distances within the (anonymized) dataset. Although calculating the convex hull is
impractical for datasets with fewer samples than dimensions, it is trivial to demonstrate that
CVAE achieves higher maximum dispersion compared to k-Same, as the latter’s regression
to the centroid inherently reduces pairwise distances.
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To provide a more nuanced comparison, we analyze the average nearest neighbor dis-
tance D between the original feature set F and the anonymized feature set .4 (both of size
N). This is formally defined in Equation 1:

1
N *
J

M=

'D(.A,]:)Z dmin(aj,]:) (1)

1

where dpin(a;, F) is the minimum Euclidean distance between a; € A and all f; € F.
Intuitively, this is closely related to the mean of the minimum LPIPS [47] used in PLAN
[32]. In fact, the latter measures the average minimum distance between generated sam-
ples and their closest real ones, using the activations of a pre-trained network. Moreover,
an equally important goal of any anonymization technique is to preserve downstream per-
formance while ensuring data privacy. In our evaluation, considering image classification
as the downstream task, we use the area under the receiver operating curve (AUC) as the
evaluation metric. This allows us to take into account different class imbalance ratios across
the evaluated datasets. Following prior works in feature space evaluation [2, 29], we train a
linear layer on top of the anonymized embeddings using the Adam optimizer with a learning
rate of 0.001 and early stopping. To fairly compare our method against k-Same, we replicate
the same exact class proportions of the original dataset.

Reference method and datasets Consistent with prior works [18, 32], we evaluate the
performance of our CVAE against k-Same using k € {2,5,10,15}. We exclude the previ-
ously mentioned GAN-based methods such as k-SALSA [18] and PLAN [32], since they
applied k-Same within GAN’s latent space to generate anonymous synthetic images. Our
analysis begins with a wide range of real-world, small-sized, medical datasets to underscore
the clinical relevance of our method. From the MedMNIST+ collection [8, 43], we use
BreastMNIST with resolution 224 x 224 (breast ultrasound, binary, 780 samples). Addition-
ally, we include datasets from the MedIMeta collection [42]: Skin Lesion (dermatoscopy,
multi-class, 1011 samples) and Axial Organ slices (CT, multi-class, 1645 samples). Another
challenging dataset is OCTDL [6] (OCT imaging, multi-class, 2064 samples), which ex-
hibits a severe class imbalance. To extend our evaluation to the natural image domain, we
selected multi-class datasets from the torchvision.datasets module !, focusing on
those with moderate sample sizes. This includes STL-10 [4], DTD [3], Oxford-Pets [30],
and FGVC-Aircraft [23], allowing us to cover a wide spectrum of general imaging tasks.

Results Figure 2 presents a scatterplot with AUC on the x-axis and average nearest neigh-
bor distance D on the y-axis, positioning the most effective methods towards the top-right
corner. To ensure the reliability of our findings, all results are averaged across three different
seed runs. CVAE consistently exhibits both high diversity and high downstream performance
(D 1,AUC 1). In contrast, as expected, lower k-Same configurations (k = 2,5) achieve com-
parable downstream performance but lack diversity (D |,AUC 1), whereas higher k-Same
settings (k = 10,15) increase diversity at the expense of performance (D 1,AUC |). In-
terestingly, consistent results are observed with the OCTDL dataset, which is particularly
challenging. Specifically, it presents a severe class imbalance, with a majority class of 752
samples and a minority of just 13. Furthermore, the medical results hold true on natural
datasets as well, although the differences in classification performance are less pronounced,
partly because these datasets were included in the DINOv?2 training set [29].

Thttps://pytorch.org/vision/stable/datasets.html
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Figure 2: Classification performance (AUC) and average nearest neighbor distance (D) on
medical (top row) and non-medical (bottom row) datasets. We report in brackets the number
of ( , ). Our objective is to maximize both metrics (top-right corner).
The vertical line represents the baseline performance achieved without anonymization.

4.3 Robustness of adaptive data sampling

This experiment evaluates the robustness of our proposed CVAE method, which dynamically
generates new samples a; of class §; ~ C at every batch. Here, the inherent data diversity
provided by our method is expected to contribute positively to model robustness. To evalu-
ate this claim, a common approach involves testing against image corruptions that simulate
real-world distortions [17]. However, these corruptions in the pixel space might already be
mitigated by the inherent robustness of foundation models [31]. Therefore, we propose a per-
turbation test by injecting Gaussian noise into the test feature embeddings. We systematically
apply this noise with zero mean and a gradually increasing standard deviation ¢ = {1,2,3}.
Here, we evaluate the performance of CVAE against k-Same. Therefore, we first train our
CVAE and then use its decoder to continuously generate new samples during training. Instead
of only sampling from the latent space with a standard Gaussian distribution (4 = 0,6% = 1)
as reported in step 4 of Algorithm 1, we sample with variance 6% = {0.5,1.0,1.5}. This
allows us to vary the prototypicality of the generated vectors. Specifically, since we enforce
a standard normal distribution (6> = 1) during training, a lower sampling variance during
data generation yields samples closer to the class prototypes, and vice versa. The classifi-
cation pipeline follows the previous settings, reporting the average AUC over three seed runs.

Results Table | shows the AUC observed on the clean test feature vectors (6 = 0) and
on those subjected to varying levels of Gaussian noise. CVAE consistently ranks among
the top performers. Although CVAE may initially show slightly lower performance in a
noise-free environment, it substantially outperforms k-Same as the noise level increases.
This is particularly pronounced in the Skin Lesion and OCTDL, where CVAE (62 = 0.5)
outperforms 2-Same at ¢ = 3 by 4.2% and 3.2%, respectively. Notably, this lower sampling
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variance remarkably improves performance and robustness across all datasets, suggesting
that a higher prototypicality might be beneficial in settings with limited and imbalanced data.
These results underscore the ability of our approach to enhance model robustness across
diverse domains, each presenting unique challenges related to data size and data imbalance.

AUC 1
Skin Breast Organ OCTDL
c 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3
2-Same 832 789 723 672 86.6 835 772 724 988 982 960 922 95.6 923 847 779
5-Same 749 717 669 63.1 85.0 823 766 722 97.6 969 948 91.2 934 90.0 822 754

10-Same 722 69.8 656 622 805 784 728 687 965 956 933 89.6 89.8 878 82.6 76.8
15-Same 68.1 66.5 63.5 60.7 79.0 76.7 71.8 679 956 947 92.1 883 862 845 794 745

CVAE|c? =05 824 805 759 714 829 812 77.7 742 982 97.6 953 91.1 933 91.2 86.5 8l.1
CVAE[c?=1.0 789 754 699 654 826 812 778 738 985 978 952 905 92.6 902 845 784
CVAE[o? =15 732 69.1 639 603 835 819 769 720 98.6 98.0 953 904 91.0 882 82.1 757

Table 1: Area Under the Receiver Operating Curve (AUC 1) calculated on the clean test
embeddings (¢ = 0) and across three replicas subject to Gaussian noise with zero mean and
standard deviation o = {1,2,3}. The top two results are displayed in bold.

4.4 Qualitative results

In addition to quantitative metrics, we conduct a qualitative analysis of the feature space,
illustrated in Figure 3, using t-distributed stochastic neighbor embedding (t-SNE) [41]. No-
tably, our feature extractor was not originally trained on medical data, therefore it may en-
counter difficulties with tight class separation due to the subtle nature of diagnostic features.
For instance, in the BreastMNIST dataset, which consists of breast ultrasound images, the
fine-grained details necessary for accurate diagnosis are not always clearly represented. Nev-
ertheless, subtle differences within the class still seem to be detectable, as indicated by the
shape of small clusters scattered throughout the 2-dimensional feature space. With respect
to the evaluated anonymization techniques, the limitations of the k-Same method, such as in-
formation loss and data sparsity, become particularly evident. Although DINOv2 ViT-B/14
may not well separate classes in such datasets, our CVAE approach manages to maintain the
original distribution. Clearly, unlike k-Same, our method avoids information loss, ensuring
our privacy-aware feature distribution closely mirrors the initial one.

5 Discussion and conclusion

Limitations While our method does not directly expose training data, we did not rigorously
investigate formal privacy guarantees. Furthermore, the effectiveness of CVAEs heavily de-
pends on the capabilities of the chosen feature extractor. In addition, this approach could
further benefit from domain-specific foundation models, as they may be able to capture more
nuanced patterns. Lastly, our data-sharing framework assumes that all parties involved use
the same feature extractor. However, with the increasing interest over general foundation
models [40], this assumption becomes more reasonable and can be justified by the consider-
able benefits and enhanced downstream performance.
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Figure 3: Class distribution of the BreastMNIST dataset and its anonymous counterparts
through k-Same (5,10) and CVAE. Clearly, while CVAE faithfully preserves data diversity,
k-Same tends to agglomerate information, increasing data sparsity and losing precious infor-
mation, especially on limited-size datasets.

Conclusion We demonstrate that conditional generative models, such as CVAEs, effectively
address challenges related to privacy and data utility across a diverse range of datasets. This
approach further shows high robustness even with small sample sizes and severe class im-
balances. Future research can build upon our insights, investigating the sensitive role of
the sampling variance, exploring further conditional generative models, or extending our
approach to be trainable in an end-to-end manner for downstream tasks.
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