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In this supplementary material, we provide additional quantitative and qualitative anal-
ysis of our proposed Open-Vocabulary Temporal Action Localization (OVTAL) framework,
OVFormer. Additional implementation details and quantitative results are discussed in § S1,
§ S2, followed by qualitative analysis in § S3. Finally, we provide details for the LLM-
generated text descriptions for THUMOS14 (§ S4) and ActivityNet-1.3 (§ S5) used in the
main manuscript.

S1 Additional Implementation details

Datasets: We evaluate OVFormer on two datasets: THUMOS14 [6] and ActivityNet-1.3 [5].
THUMOS14 consists of 20 classes and contains 413 untrimmed videos, while Activi-Net-
1.3 is a large-scale dataset with 200 classes and 14,950 videos. Following [7], we divide
the datasets into training and testing sets. Furthermore, we consider two settings: (A) train-
ing on 75% of the action categories and testing on the remaining 25%, and (B) training on
50% of the categories and testing on the other 50%. For THUMOS14, setting (A) involves
15 categories for training and 5 for testing, whereas setting (B) uses 10 categories for both
training and testing. For ActivityNet-1.3, setting (A) assigns 150 categories for training and
50 for testing, while setting (B) uses 100 categories for both training and testing. In each
setting, we randomly sample the categories 10 times to create training and testing splits, and
we report the average performance across these splits. For pretraining, we utilize the HACS

© 2024. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.

Citation
Citation
{Idrees, Zamir, Jiang, Gorban, Laptev, Sukthankar, and Shah} 2017

Citation
Citation
{Heilbron, Escorcia, Ghanem, and Niebles} 2015

Citation
Citation
{Ju, Han, Zheng, Zhang, and Xie} 2022



2 GUPTA ET. AL: OVTAL USING MULTIMODAL GUIDANCE

Base Classes Novel Classes

75.0

51.5

74.9

42.1

69.5

41.7

68.8

39.6

58.6

34.6

61.7

35.4

48.8

26.5

52.0

29.7
33.4

17.2

37.7

24.0

Action Categories

m
A

P

0

20

40

60

80

Bas
eb

all
Pitc

h

Bas
ke

tba
llD

un
k

Billia
rds

Clea
nA

nd
Je

rk

Cliff
Divi

ng

Cric
ke

tB
ow

lin
g

Cric
ke

tS
ho

t

Fris
be

eC
atc

h

Golf
Swing

Ham
merT

hro
w

Ja
ve

lin
Thro

w

Lo
ng

Ju
mp

Pole
Vau

lt

Soc
ce

rP
en

alt
y

Voll
ey

ba
llS

pik
ing

Divi
ng

High
Ju

mp

Sho
tpu

t

Ten
nis

Swing

Thro
wDisc

us

Figure S1: Class-wise average mAP for THUMOS14 for 75-25 train-test split.

dataset [15], a large-scale dataset with dense annotations. Importantly, the HACS OV split,
consisting of 24,407 videos, does not overlap with the testing splits of THUMOS14 and
ActivityNet-1.3, ensuring a fair evaluation of OVFormer generalization capabilities.

Evaluation Metrics: Following other image-based open-vocabulary approaches [4, 12, 16]
and TAL methods [3, 8, 13, 14], we report mean average precision over base (mAPbase), novel
(mAPnovel), and all (mAPall) categories. The mAPall is used to show the model’s performance
across all action classes when both base and novel categories are present during inference.
The mAPall is the most important metric: achieving a balance between mAPbase and mAPnovel
is important, and while improving mAPnovel , a model should not improve mAPnovel at the
cost of degrading mAPbase. For ZSTAL [7, 9], we report mAP averaged over novel action
categories.

Implementation Details: Our architecture is based on ActionFormer [14]. Frame-level
features and snippet-level features are extracted using DINOv2 [10] and a two-stream I3D
video encoder [2] for HACS, THUMOS14 and ActivityNet-1.3 datasets. For pretraining
using the HACS dataset, we use a temporal length of 512, a learning rate of 1e−3, 40 epochs,
and an NMS threshold of 0.75. Furthermore, for finetuning with THUMOS14, we use a
temporal length of 2304, a learning rate of 1e−4, 13 epochs, and an NMS threshold of 0.5.
Similarly, for finetuning with ActivityNet-v1.3, we use a temporal length of 192, a learning
rate of 1e − 3, 15 epochs, and an NMS threshold of 0.7. To generate text descriptions,
we use the gpt-3.5-turbo-instruct model available from OpenAI and compute the text
embedding using the CLIP ViT-B/32 text encoder model [11]. All experiments are performed
using a single NVIDIA A100 GPU.

S2 Additional Quantitative Results

S2.1 Class-wise Average mAP
In Figure S1 and Figure S2, we report class-wise results of OVFormer on THUMOS14 for
one of the 10 random splits [7] on 75-25 and 50-50 train-test splits, respectively. Both
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Figure S2: Class-wise average mAP for THUMOS14 for 50-50 train-test split.

plots show a high variance in average mAP among the classes, specifically for actions
with very similar visual cues. For example, HammerThrow and JavelinThrow have mAP
values of 37.9% and 35.4%, respectively, for the 50-50 split, while FrisbeeCatch and
CricketBowling have mAP values of 39.6% and 41.7%, respectively, for the 75-25 split.
We attribute this variance in mAP to the similarity in visual cues and body movements be-
tween these actions. For instance, a person in a throwing motion is a common visual cue
shared by both HammerThrow and JavelinThrow. The similarity between these actions mo-
tivated us to incorporate rich class-specific language descriptions and integrate the learning
of these descriptions alongside the snippet-level features in the form of multimodal guided
features. Also, incorporating Stage I training aids in mitigating the issue of overfitting on
the base dataset Vbase. As a result, our approach learns to distinguish these close similarities
between fine-grained actions better and enhances the detection of novel action categories
without overfitting on the base action categories.

Our OVFormer achieves higher mAP values for the base action categories (shown in
blue) compared to the novel ones (shown in red). This is expected, as the model has been
trained on the base categories and can better recognize them during inference. However, OV-
Former is able to maintain a reasonable performance on the novel action categories. The ef-
fectiveness of this method can be observed in the performance on novel action categories. For
instance, in the 75-25 split, the novel action categories such as Diving, HighJump, Shotput,
TennisSwing, and ThrowDiscus have mAP values ranging from 17.2% to 37.7%. Simi-
larly, in the 50-50 split, the novel action categories have mAP values ranging from 14.4%
to 49.0%. These results demonstrate that OVFormer can effectively generalize to unseen ac-
tion categories by incorporating rich class-specific language descriptions and the multimodal
guided features. OVFormer is able to better distinguish between visually similar actions and
improve performance on novel action categories that were not seen during training.

S3 Additional Qualitative Results
In this section, we show additional qualitative results comparing the performance of OV-
Former to the baseline method P-ActionFormer on the THUMOS14 and ActivityNet-1.3
datasets. We show results for both novel action categories (Figure S4 and Figure S6) and
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base and novel action categories (Figure S3 and Figure S5). In each figure, the top row
displays the ground truth action boundaries, the middle row shows the predictions from P-
ActionFormer, and the bottom row presents the predictions from OVFormer. We observe
that OVFormer improves localization performance for novel action categories compared to
P-ActionFormer. Specifically, in Figure S3(a), which shows results on base and novel ac-
tion categories from THUMOS14, P-ActionFormer confuses Throw Discus (novel class)
and Basketball Dunk (base class) actions when the body movements hold a very strong
similarity. However, OVFormer can correctly separate these action categories, showing the
significance of the multimodal guided features that capture rich scene information and se-
mantic context related to the actions. Furthermore, in Figure S3(b), also on THUMOS14, P-
ActionFormer confuses Javelin Throw (base class) and Volleyball Spiking (novel class)
actions, while OVFormer can correctly distinguish between them. In Figure S4, which shows
results on novel action categories from THUMOS14, P-ActionFormer misses the action
boundaries for the ground-truth classes Diving (Figure S4(a)) and Volleyball Spiking
(Figure S4(b)), whereas OVFormer is able to correctly localize the action boundaries.

On the ActivityNet-1.3 dataset, Figure S5 shows the localization comparison between
OVFormer and P-ActionFormer on base and novel action categories. In Figure S5(a), P-
ActionFormer gets confused between visually similar action categories, such as Ice Fishing
(base class) and Removing Ice from Car (novel class), leading to inaccurate localization
of the action boundaries when the action category holds visual similarity with other action
categories. Similarly, in Figure S5(b), P-ActionFormer confuses Tennis Throw (novel class)
and Playing Badminton (base class), while OVFormer can correctly distinguish between
them. In Figure S6, which shows results on novel action categories from ActivityNet-1.3,
P-ActionFormer misses the action boundaries for the ground-truth classes Platform Diving
(Figure S6(a)) and Discus Throw (Figure S6(b)), whereas OVFormer is able to correctly lo-
calize the action boundaries. All these qualitative examples demonstrate OVFormer’s strong
open-vocabulary capability, as it leverages multimodal representations to effectively recog-
nize and localize novel action categories that were unseen during training. This is in contrast
to P-ActionFormer, which struggles to distinguish between visually similar actions, espe-
cially for novel categories.

In Figure S7, we perform a false positive (FP) analysis at tIOU=0.5 for THUMOS14
for 50-50 split on base and novel action categories. For clarity, we choose to show the
results on one of the splits from the 10 random splits. We compare the baseline method
P-ActionFormer (Figure S7(a)) and OVFormer (Figure S7(b)). We can see a significant im-
provement in true positive prediction which clearly shows the significance of Stage I training
on a larger vocabulary dataset and multimodal guided features for OVTAL. For more detailed
explanations regarding the FP analysis chart and error categorization, we refer the readers to
the work [1], which introduced this diagnostic tool for evaluating temporal action localiza-
tion models.
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Figure S3: OVTAL comparison between OVFormer and P-ActionFormer on the test set for
THUMOS14 with a 50-50 split on base and novel action categories. The top row shows the ground
truth action boundaries, the middle row shows the baseline method P-ActionFormer’s performance, and
the bottom row shows the performance of our proposed method OVFormer. In (a), P-ActionFormer
struggles to differentiate between the novel action category Throw Discus and the base action category
Basketball Dunk. Similarly, in (b), P-ActionFormer confuses the novel action category Javelin
Throw with the base action category Volleyball Spiking. These errors occur due to the visual
similarities between the action categories. In contrast, our proposed method is able to correctly localize
the action boundaries. See § S4 for more details.
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Figure S4: OVTAL comparison between OVFormer and P-ActionFormer on the test set for
THUMOS14 with a 50-50 split on novel action categories. The top row shows the ground truth ac-
tion boundaries, the middle row shows the baseline method P-ActionFormer performance, and the bot-
tom row shows the performance for our proposed method OVFormer. We can see that P-ActionFormer
misses the action boundaries for the ground-truth classes Diving in (a) and Volleyball Spiking in
(b) whereas our proposed method is able to localize the action boundaries correctly. See § S4 for more
details.
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Figure S5: OVTAL comparison between OVFormer and P-ActionFormer on the test set for
ActivityNet-1.3 with a 50-50 split on base and novel action categories. The top row shows the
ground truth action boundaries, the middle row shows the baseline method P-ActionFormer perfor-
mance, and the bottom row shows the performance for our proposed method OVFormer. In (a), P-
ActionFormer struggles to differentiate between the novel action category Removing Ice from Car
and the base action category Ice Fishing. Similarly, in (b), P-ActionFormer confuses the novel action
category Tennis Throw with the base action category Playing Badminton. These errors occur due
to the visual similarities between the action categories. Our proposed method is able to localize the
action boundaries correctly. See § S5 for more details.
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Figure S6: OVTAL comparison between OVFormer and P-ActionFormer on the test set for
ActivityNet-1.3 with a 50-50 split on novel action categories. The top row shows the ground truth ac-
tion boundaries, the middle row shows the baseline method P-ActionFormer performance, and the bot-
tom row shows the performance for our proposed method OVFormer. We can see that P-ActionFormer
misses the action boundaries for the ground-truth classes Platform Diving in (a) and Discus Throw
in (b) whereas our proposed method is able to localize the action boundaries correctly. See § S5 for
more details.
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P-ActionFormer OVFormer (Ours)

(a) (b)

Figure S7: False positive (FP) profiling on THUMOS14 on 50-50 split using the approach
from [1]. The figure shows the FP error breakdown for the top 10 ground truth predictions
per action category. On the left (a), we have the baseline method P-ActionFormer, and on the
right (b), we present our proposed method OVFormer. We observe a significant improvement
in true positives for our proposed method and a substantial decrease in confusion errors
compared to the baseline method.
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S4 Generated Class Description Examples: THUMOS14

In this section, we show 10 rich text descriptions generated using the gpt-3.5-turbo-instruct
model from OpenAI for five classes from THUMOS14. All text descriptions will be released
publicly along with the code.

S4.1 Generated Description for ‘BaseballPitch’:
1. You can recognize a video of a person performing the BaseballPitch action by looking

for certain key actions such as a raised arm, a windup involving a back and forth motion
of the arms and a follow-through, a powerful transfer of weight.

2. A video of a person performing a BaseballPitch action can be recognized by the player
throwing the baseball with their arm, with their body facing forward and their arm in
a slightly bent position, and then releasing the ball with a snapping motion of.

3. The most reliable way to recognize a video of a person performing a BaseballPitch
action is by looking for certain visual cues.

4. These cues include the pitcher raising their leg in a kicking motion, a forward-leaning
torso, arms bent at a 90.

5. A video of a person performing a BaseballPitch action can be recognized by looking for
the following clues: the person holding the ball in an overhand grip, bringing the arm
back with the elbow raised, cocking the wrist, and then.

6. A video of a person performing a Baseball Pitch action can be recognized by looking
for certain movements in the video.

7. Key features of a Baseball Pitch include the pitcher winding up by swinging backwards
with their arm, bringing their body straight, and then bringing.

8. A video of someone performing a Baseball Pitch action can be identified by looking for
a sequence of distinct motions.

9. These motions should include the windup, transitioning to the leg kick, driving their
arm towards the plate, and releasing the ball.

10. You can recognize a video of a person performing a Baseball Pitch action by looking
for features such as arm movement in the windup position, a smooth overhand delivery,
and the followthrough of the pitch.

S4.2 Generated Description for ‘CliffDiving’:
1. One way to recognize a video of a person performing CliffDiving action is by looking

for the following visual cues: a high elevation from the ground, a person diving from
the cliff, and either a pool, lake, or ocean nicely situated below.

2. Cliff diving can be easily identified by looking for a person performing high jumps
and dives off a high cliff into the water below.

3. The cliff diving locations will generally have a steep drop off which is why it is
considered a high-risk sport.

4. A video of a person performing a CliffDiving action can be recognized by looking for
key traits of cliff diving, such as jumping off a cliff, performing a flip or spin, and
entering the water feet first.

5. Cliff diving is an extreme sport that involves diving off a cliff or other high
structure into water.

6. To recognize a video of a person performing a cliff diving action, look for visuals
of a person leaping off a high structure into water and flashing.

7. You can recognize a video of someone performing a cliff diving action by looking for
clues such as a high cliff or outcropping of rock, a person in swimming gear or a wet
suit, and the person leaping into the water from the cliff.

8. A video of someone performing a CliffDiving action would typically involve a person
diving off of a tall cliff or precipice into the water below.

9. In the video, you may see the person taking a running start, executing a somersault.
10. A video of a person performing a CliffDiving action can be recognized by looking for

visuals of an individual jumping and/or diving off a high cliff into a body of water.
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S4.3 Generated Description for ‘FrisbeeCatch’:
1. You can recognize a video of a person performing FrisbeeCatch action by looking for

the motions of throwing and catching a Frisbee in the video.
2. You should also look for visual cues such as the Frisbee itself and any.
3. To recognize a video of a person performing the FrisbeeCatch action, look for the

following visual cues: the individual throwing the Frisbee, the Frisbee in the air, the
person catching the Frisbee, and.

4. A person performing the FrisbeeCatch action can be recognized by their stance – a low
athletic position ready to catch the fly-by disc, and by the way they’re moving – arms
outstretched and eyes tracking the fr.

5. A video of someone performing the Frisbee Catch action can be recognized by seeing
them throw a frisbee in the air, and then quickly running to catch it before it hits
the ground.

6. There should also be an obvious throwing and catching.
7. You can recognize a video of someone performing FrisbeeCatch by looking for one or

more persons throwing and catching a Frisbee.
8. It should be clear that the persons are attempting to catch the Frisbee while it is

in the.
9. You can recognize a video of someone performing the FrisbeeCatch action by looking

for images of someone throwing a Frisbee and watching to see if they catch it in their
hands.

10. Additionally, the video should include the person running, jumping and stretching to
catch the Frisbee.

S4.4 Generated Description for ‘JavelinThrow’:
1. In a video of someone performing the JavelinThrow action, you should look for a person

throwing a javelin with good technique and form as well as the javelin leaving their
hands and flying through the air.

2. A video of a person performing a JavelinThrow action can be recognized by observing
the person’s technique as they grip the javelin tightly in their hand, run towards the
throwing line, and hurl the javelin.

3. You can recognize a video of a person performing the JavelinThrow action by looking
for visual clues.

4. The presence of a javelin in the video
5. A person gripping the javelin, winding.
6. You can recognize a video of a person performing a JavelinThrow action if you observe

the person holding a javelin in their dominant hand and throwing it with their arm up
in an arching motion.

7. You may also see them run.
8. You can recognize a video of person performing JavelinThrow action by looking for

certain key elements.
9. These elements include a person gripping the javelin, running down the field/track,

throwing the javelin and watching it soar.
10. The person will have a javelin in their hand.

S4.5 Generated Description for ‘Billiards’:
1. You can recognize a video of a person performing billiards action by looking for the

visual cues of a billiards table, the holding and playing of the billiards cue by the
person, and the striking of the billiard balls.

2. To recognize a video of a person performing billiards action, you can look for cues
such as a pool table or billiards equipment, a person holding a billiards cue, shots
of the ball impacting other balls or the cushion.

3. You can recognize a video of a person performing billiards action by looking for a
number of visuals.

4. These visuals could include a person gripping a pool cue, a pool table, pool balls,
and objects being struck by the cue ball.
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5. A video of someone performing a billiards action can be identified by seeing them take
shots with a standard billiards cue stick, striking balls on the billiards table and
positioning them with the use of their cue stick, as well.

6. To recognize a video of someone performing billiards action, you should look for the
following elements: a billiards table with two pockets at either end, cues or pool
sticks and a complete set of billiard balls.

7. You can recognize a video of a person performing billiards action by looking for cues
such as the cue ball, pool stick, and billiard table, as well as watching for specific
movements associated with billiards.

8. To recognize a video of a person performing a billiards action, you should look for
recognizable cues such as the person grabbing a pool cue, the sound of a ball being
hit, and the movement of balls on the table.

9. You can recognize a video of a person performing Billiards action by looking for cues
such as the person holding a pool cue, a pool table with the balls arranged in a rack,
and the sound of the balls being struck together during the.

10. To recognize a video of person performing billiards action, look for cues such as the
billiard table, billiard balls, cues, and the various motions of the person playing the
game.

S5 Generated Class Description Examples:
ActivityNet-1.3

In this section, we show 10 rich text descriptions generated using the GPT-3.5-turbo-instruct
model from OpenAI for five classes from ActivityNet-1.3. All text descriptions will be re-
leased publicly along with the code.

S5.1 Generated Description for ‘Applying sunscreen’:
1. You can recognize a video of a person performing the action of applying sunscreen by

watching them slather the sunscreen on their skin, rubbing it in until their skin is
covered, and seeing them put the sunscreen away when they are finished.

2. You can recognize a video of person performing the action of applying sunscreen by
looking for the typical signs of the action.

3. You can recognize a video of a person performing the action of applying sunscreen
if the person is seen taking out a topical sunscreen product from its container, then
applying the product to their skin, ensuring that all exposed skin areas are covered.

4. If you are looking for a video of someone performing the action of applying sunscreen,
you may search for terms such as "applying sunscreen video", "sunscreen application",
or "sunscreen application tutorial".

5. You can recognize a video of a person performing the action of applying sunscreen by
looking for visual cues such as the person applying a white creamy sunscreen product
to their face, ears, arms, legs, etc.

6. Visual cues you may look out for in a video of a person applying sunscreen may include
seeing someone’s hands applying lotion or cream onto their exposed skin, rubbing the
lotion into the skin, and/or seeing the person use a sun.

7. You can recognize a video of a person applying sunscreen action by looking for someone
taking out a bottle of sunscreen from a bag and then applying it to exposed skin.

8. You can recognize a video of a person performing the action of applying sunscreen by
looking for certain items used when applying sunscreen.

9. The video could show the person taking sunscreen in the palm of their hand and applying
it on their skin.

10. You can recognize a video of a person performing the action of applying sunscreen by
looking for visual cues such as a person of any age, gender, or ethnicity.
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S5.2 Generated Description for ‘Braiding hair’:

1. You can recognize a video of someone performing Braiding hair by looking for someone
with a comb in their hand who is separating the hair into sections, twisting the sections
of hair around each other and securing each section with a hair tie or clip.

2. You can recognize a video of someone performing the Braiding Hair action by looking
for distinct movements such as: sectioning the hair into 3 or more sections, crossing
the outer sections over the inner section, looping the strands around each other,.

3. You can recognize a video of person performing braiding hair action by looking for
someone holding several strands of hair, parting it into sections, and weaving them
into a tight plait or braid.

4. You can recognize a video of someone performing a braiding hair action by looking for
visual cues, such as images of someone with their hands braiding another person’s hair
and/or visible motion of someone’s hands doing a braid.

5. Look for a video that shows a person with their hands weaving together strands of hair.
6. You can recognize a video of a person performing the Braiding Hair action by looking for

someone who is using their hands to weave and braid hair strands together and forming
patterns.

7. You can recognize a video of a person performing Braiding hair action by looking for a
person with their hands moving back and forth as if they are weaving together sections
of hair.

8. You can recognize a video of a person performing the braiding hair action by looking
for someone separation sections of the hair with their hands and weaving them together
over and over to create a woven pattern.

9. You can recognize a video of someone performing braiding hair by looking for visual
indications of the person or people in the video performing the action of braiding hair.

10. You can recognize a video of a person performing a Braiding hair action by looking
for specific visuals such as a person with their hair parted in the middle, with three
strands of hair taken and twisted together in a specific pattern.

S5.3 Generated Description for ‘Drinking coffee’:

1. The person will typically be seen stirring or mixing their coffee, picking up the mug
and bringing it to their mouth, and drinking from the mug.

2. You can recognize a video of someone drinking coffee by looking for visual cues such
as someone picking up a cup, pushing a lid off of a cup, pouring a liquid into a cup,
or putting a spoonful of sugar into a cup.

3. You can recognize a video of someone drinking coffee by looking for certain visuals
and sounds.

4. You can look for video footage of the person holding a coffee cup, drinking from the
cup, or stirring the coffee with a spoon.

5. You can recognize a video of someone performing the action of drinking coffee by
looking for familiar motions, like lifting a cup to their lips, and the characteristic
sound of a person savoring a sip of hot drink.

6. A video of a person performing the Drinking Coffee action can be recognized by visual
cues, such as the person picking up a mug, bringing the mug to their lips, and then
taking a sip of coffee.

7. You can recognize a video of a person performing the drinking coffee action by looking
for visual cues such as the person holding a mug, steam rising from a cup, and/or the
person taking a sip of the coffee.

8. You could look for video footage of someone taking a sip of coffee, preparing coffee,
or pouring coffee into a cup.

9. You can recognize a video of a person performing the Drinking Coffee action by looking
for the action of a person picking up a cup of coffee and putting it to their mouth.

10. You can recognize a video of a person performing the Drinking coffee action by looking
for visuals such as a person holding a mug of coffee, making the drinking motion with
their hand, or looking into a cup of coffee.
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S5.4 Generated Description for ‘Skiing’:
1. A video of someone performing a skiing action can be recognized by observing how the

person moves their body and skis down a slope.
2. You can recognize a video of a person performing a skiing action by looking for

recognizable ski clothing, skis, ski poles and other ski equipment, and by watching for
the person to make recognizable skiing motions, such as gliding down a hill.

3. You can recognize a video of someone performing a skiing action by looking for the
following elements: the person wearing ski apparel, the skiing equipment and the
environment (snow-covered slopes, ski-lifts, and other skiers).

4. One way to recognize a video of someone performing the skiing action is to look for
telltale signs such as the person wearing alpine skiing equipment, such as ski boots,
skis, poles, and a helmet.

5. Look for someone skiing down a hill with skis, poles, and ski boots.
6. You may recognize a video of someone skiing by looking for recognizable skiing positions

and movements, such as edging, carving, and making turns.
7. One way to recognize a video of a person performing the skiing action is to look for

clues such as snow, skis, ski poles, and the crouched position that a skier assumes
when skiing.

8. You can recognize a video of person performing skiing action by looking for visual
elements that include a person skiing down a slope or off a jump and make turns, wearing
ski equipment like boots, bindings, and skis.

9. You can recognize a video of someone performing skiing action by looking for specific
visual cues.

10. You can recognize a video of someone performing skiing by looking for recognizable
skiing movements such as a two-footed gliding motion, making turns in the snow, or
controlling speed by using pole plants.

S5.5 Generated Description for ‘Making a sandwich’:
1. You can recognize a video of person performing the action of Making a sandwich by

looking for visual clues such as seeing a person assembling bread, meat, cheese, and
other ingredients; slicing these ingredients; and arranging them on a plate.

2. You can recognize a video of a person performing the action of making a sandwich by
observing the physical movement of the person putting ingredients between two slices
of bread, such as meat, cheese, and condiments, and then finishing off the process by.

3. You can recognize a video of someone making a sandwich by looking for footage of them
putting bread, meat, and vegetables onto a plate and combining them into a sandwich.

4. You can recognize a video of a person performing the action of making a sandwich by
observing the person going through the steps of constructing the sandwich, such as
spreading the condiments, arranging the ingredients, and slicing the sandwich in half.

5. You can recognize a video of someone performing the action of making a sandwich by
looking for visual cues such as a person cutting, spreading, and arranging various
ingredients on bread or an alternative base.

6. You can recognize a video of a person making a sandwich by looking for several key
components.

7. You can recognize a video of a person making a sandwich by observing the visual of the
person assembling the sandwich, such as spreading butter, putting slices of meat and
cheese, adding condiments and vegetables, then cutting it in half.

8. You can recognize a video of someone making a sandwich action by looking for someone
with bread, fillings, and any other necessary items such as knives, cutting boards,
etc.

9. You can recognize a video of a person performing the action of making a sandwich by
looking for visuals such as: someone assembling two pieces of bread, adding condiments
such as meat, cheese and/or vegetables, and putting condiments like mayo.

10. To recognize a video of a person performing the action of making a sandwich, you can
look for visuals of the person gathering the ingredients for a sandwich, assembling the
sandwich together, and then cutting the sandwich into slices.
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