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Abstract

In this paper we propose an end-to-end trainable deep neural network model for ego-
centric activity recognition. Our model is built on the observation that egocentric activi-
ties are highly characterized by the objects and their locations in the video. Based on this,
we develop a spatial attention mechanism that enables the network to attend to regions
containing objects that are correlated with the activity under consideration. We learn
highly specialized attention maps for each frame using class-specific activations from a
CNN pre-trained for generic image recognition, and use them for spatio-temporal encod-
ing of the video with a convolutional LSTM. Our model is trained in a weakly supervised
setting using raw video-level activity-class labels. Nonetheless, on standard egocentric
activity benchmarks our model surpasses by up to +6% points recognition accuracy the
currently best performing method that leverages hand segmentation and object location
strong supervision for training. We visually analyze attention maps generated by the net-
work, revealing that the network successfully identifies the relevant objects present in the
video frames which may explain the strong recognition performance. We also discuss an
extensive ablation analysis regarding the design choices.

1 Introduction
Automated analysis of videos for content understanding is one of the most challenging and
well researched areas in computer vision and multimedia and possesses a vast array of ap-
plications ranging from surveillance, behavior understanding, video indexing and retrieval,
human-machine interaction, etc. The majority of researchers working on video understand-
ing problem concentrates on action recognition from distant or third person views while ego-
centric activity analysis has been investigated more recently. One of the major challenges
in egocentric video analysis is the presence of ego-motion due to the frequent body move-
ment of the camera wearer. This ego-motion may or may not be representative of the action
performed by the observer and as a result, existing techniques proposed for general action
recognition become less suitable for egocentric video analysis. Another reason hampering
the development of this area is the lack of large scale datasets to enable the training of deep
neural networks. However, with the ubiquitous availability and popularity of first-person
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cameras in recent times, providing more attention to this research area is of paramount im-
portance.

In this work, we take on the problem of fine-grained recognition of egocentric activities,
which is more challenging than egocentric action recognition. Action recognition involves
identifying a generalized motion pattern of hands such as take, put, stir, pour, etc. whereas
activity recognition concerns more fine-grained composite patterns such as take bread, take
water, put sugar in coffee, put bread in plate, etc. For developing a system capable of rec-
ognizing activities, it is pertinent to identify both the hand motion patterns as well as the
objects on to which a manipulation is being applied to. Majority of state-of-the-art tech-
niques use hand segmentation [1] [2] [3], gaze location [2] or object bounding boxes [1] for
identifying the location of the relevant objects in the scene that can assist in identifying the
activity. These approaches require complex pre-processing which includes human interven-
tion for generating hand masks or gaze locations of the video frames. Even though there
exist wearable devices which can estimate the gaze direction to dispose of the excessive cost
of manual annotation, these may cause discomfort to the user or result in inaccuracies during
distraction or short interruption of the activity or if the user is wearing glasses.

Considering the aforementioned problems that prevent from leveraging massive collec-
tions of natural activity videos, it is essential to develop techniques capable of identifying the
relevant objects without being trained with full supervision. Towards this end, we present
a CNN-RNN architecture that is trained in a weak supervision setting to predict the raw
video-level activity-class label associated with the clip. Our CNN backbone is pretrained for
generic image recognition and augmented on top with an attention mechanism that uses class
activation maps for spatially selective feature extraction. The memory tensor of a convolu-
tional LSTM then tracks the discriminative frame-based features distilled from the video for
activity classification. Our design choices are grounded to fine grained activity recognition
because: (i) Frame-based activation maps are not bound to reflect image recognition classes,
they develop their own representation classes implicitly while training the video-level clas-
sification; (ii) Convolutional LSTM maintains the spatial structure of the input sequence all
the way up to the final video descriptor used by the activity classification layer, thus facili-
tating the spatio-temporal encoding of objects and their locations into the descriptor as they
develop into the activity over time. Our contributions can be summarized as follows:

• We develop an end-to-end trainable deep neural network for egocentric activity recog-
nition which elicits spatial attention on relevant objects present in the scene for highly
specialized spatio-temporal encoding;

• We provide insights into the inner workings of our method by visualizing the attention
maps that are generated at the CNN-RNN interface of our architecture, they are highly
specialized and developed during training without hand segmentation and object loca-
tion strong supervision and label semantics;

• We perform experimental validation on four benchmark datasets with up to 106 activ-
ity classes. We also perform an extensive ablation study. We release an implementa-
tion in pytorch at github.com/swathikirans/ego-rnn.

2 Related works
The majority of the methods developed for addressing egocentric activity recognition prob-
lem make use of semantic cues such as objects being handled, gaze direction, hand pose,
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ego-motion, etc. Fathi et al. [4] developed a hierarchical model based on object-hand con-
figurations that makes use of information about object class, pose, hand optical flow, hand
pose, etc. for egocentric activity recognition. In this, the model predicts actions based on
the hand-object interactions which in turn is used to predict the activity. Fathi and Rehg [5]
proposes to consider activity as a change of state of the objects and the materials present
in the scene. A spatio-temporal pyramid approach in which the bin boundaries are sampled
near the objects being handled by the user is proposed by McCandless and Grauman in [6].
Matsuo et al. [7] proposes a method to generate an attention map of the scene based on visual
saliency and ego-motion information. The attention map is then used to classify the detected
objects into salient and non-salient objects followed by a temporal pyramidal approach based
feature extraction for activity recognition. Li et al. [2] proposes to encode egocentric cues
along with dense trajectory features for activity recognition. They show that egocentric cues
such as hand pose, hand motion, head movement, gaze direction, etc. can be used as efficient
features for classifying egocentric activities.

Several deep learning based methods have been proposed for action recognition from
third person videos in recent years. Majority of the approaches follow a two-stream network
[8] [9] [10] consisting of an appearance stream encoding RGB images and a temporal stream
encoding stacked optical flow. A number of methods adopting this two-stream architecture
along with encoding of egocentric cues have been recently proposed. Singh et al. [3] adds an
additional input stream, called ego-stream, to the two-stream network that takes in a stacked
input of hand mask, saliency map and head motion for egocentric action recognition. A
two-stream network consisting of an appearance stream trained for hand segmentation and
object localization and a temporal stream for action recognition is proposed by Ma et al. [1].
The two individual networks are then jointly trained for recognizing fine-grained activities.
Tang et al. [11] proposes to add an additional stream for encoding depth maps for improving
activity recognition performance. Ryoo et al. [12] proposes to use a convolutional neural
network (CNN) for extracting frame level features which are then applied to a set of temporal
filters that perform multiple pooling operations such as max pooling, sum pooling, histogram
of gradients pooling, for generating effective feature descriptors.

Existing methods use a single RGB frame for extracting appearance information and
neglect how the spatio-temporal changes evolve as the activity progresses. Xingjian et al.
[13] proposes a variant of recurrent neural network called convolutional long short-term
memory (convLSTM), which is a variant of long short-term memory (LSTM) [14] with
convolutional gates instead of fully-connected gates, for predicting precipitation nowcasting
from radar image sequences. The presence of convolutional gates allow the propagation of
a memory tensor that enables the preservation of spatial structure of the input tensor. Deep
networks that use convLSTM for encoding spatio-temporal changes have been proposed for
addressing problems such as violence detection [15], anomaly detection [16] and interaction
recognition [17]. In the proposed method, we choose to use convLSTM for encoding the
spatio-temporal features present in the input video. As has been discovered by previous
approaches, identifying the objects being handled by the user is useful in improving the
performance of an activity recognition system. In the proposed approach, we use the idea of
class activation map (CAM) proposed by Zhou et al. [18] for identifying the location of the
object, that can be used for discriminating one action from another, in the scene. We build
on CAM as a spatial attention mechanism for weighting the features before encoding them.
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(a) Close chocolate (b) Close coffee (c) Scoop peanut (d) Stir spoon

(e) Open tea (f) Spread peanut (g) Open peanut (h) Take honey
Figure 1: Class activation maps obtained for frames from GTEA 61 dataset using ResNet-34
trained on imagenet.

3 Proposed method

This section explains the proposed method for egocentric activity recognition, consisting of
deep feature encoding with spatial attention. We will also briefly discuss class activation
maps (CAMs), upon which the proposed activity recognition system is developed.

3.1 Class activation maps

Zhou et al. [18] proposes to take advantage of the average pooling layer present in modern
deep CNN networks such as ResNet [19], squeezeNet [20], denseNet [21] for generating
class specific saliency maps. Let fl(i) be the activation of a unit l in the final convolutional
layer at spatial location i and wc

l be the weight corresponding to class c for unit l. Then the
CAM for class c, Mc(i), can be represented as

Mc(i) = ∑
l

wc
l fl(i) (1)

Using the CAM, Mc, thus generated, we can identify the image regions that have been used
by the CNN for identifying the class under consideration, which is class c. If we use the
winning class, i.e., the class category with the highest probability, then the CAM generated
gives us a saliency map of the image. Since egocentric activities are representative of the
objects being handled by the observer, we can use CAMs for making the network to focus
on the regions consisting of the objects.

Figure 1 shows some examples of CAMs generated using ResNet-34 on some of the
frames from GTEA 61 dataset. The CAM generated is of the same spatial dimension as
the features obtained from the final layer of the network (7× 7 for ResNet-34). The CAM
obtained is then resized to the input image dimensions for visualization purpose. From
the figures 1a, 1b, 1c, 1d, we can see that the network, which is pre-trained on imagenet
dataset, is capable of identifying the discriminant regions in the image which can be used
for recognizing the activity class. However, in Figure 1e, 1f, 1g, 1h, the regions obtained
from the winning class of the CNN cannot be considered as a representative of the activity.
In section 3.1, we will explain how we integrate and specialize CAM as spatial attention to
identify the appropriate regions that can discriminate the activity under consideration from
others.
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Figure 2: Block diagram of the proposed egocentric action recognition schema. We use
ResNet-34 for frame-based feature extraction and spatial attention map generation, and con-
vLSTM for temporal aggregation. Colored blocks indicate trained network layers, we use a
two-stage strategy: stage 1 green, stage 2 green+orange.

3.2 Spatial attention using class activation maps
The block diagram of the proposed idea for encoding the RGB frames is shown in Figure 2.
In this, we use a ResNet-34 network pre-trained on imagenet as the backbone architecture.
For each RGB input frame, we will first compute the CAM using the winning class as given
by equation 1. The CAM thus obtained is then converted to a probability map by applying the
softmax operation along the spatial dimensions. This spatial attention map is then multiplied
with the output of the final convolutional layer of ResNet-34, that is:

fSA(i) = f (i)� eMc(i)

∑i′ eMc(i′)
(2)

where, f (i) represents the output feature from the final convolutional layer of ResNet-34 at
a spatial location i, Mc(i) is the CAM obtained using the winning class c, fSA(i) is the image
feature after spatial attention is applied and � represents the Hadamard product.

Once we get image features with spatial attention ( fSA), the next step is to perform tem-
poral encoding of frame level features. We use a convolutional long short-term memory
(ConvLSTM) module for performing this operation, which has been shown to be successful
in spatio-temporal encoding of features [16] [15] [17]. The convLSTM works similar to
that of the traditional LSTM with the exceptions of having 3D tensors as input and hidden
state instead of vectors, and the presence of convolutional layers in the gates instead of fully-
connected layers. By using convLSTM for temporal encoding, it becomes possible to encode
the changes in both temporal and spatial dimensions simultaneously. This is important since
the network needs to track changes in both these dimensions if it is to learn how an activity
evolves. The working of the convLSTM module is represented by the following equations:

it = σ(wi
x ∗ fSA +wi

h ∗ht−1 +bi) (3)

ft = σ(w f
x ∗ fSA +w f

h ∗ht−1 +b f ) (4)

c̃t = tanh(wc̃
x ∗ fSA +wc̃

h ∗ht−1 +bc̃) (5)
ct = c̃t � fSA + ct−1� ft (6)

ot = σ(wo
x ∗ fSA +wo

h ∗ht−1 +bo) (7)
ht = ot � tanh(ct) (8)
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where σ is the sigmoid function, it , ft , ot , ct and ht represent the input state, forget state,
output state, memory state and hidden state, respectively, of the convLSTM. The trainable
weights and biases of the convLSTM are represented using w and b. The spatial stream
network works in the following way. During each time step, an input RGB frame will be
applied to the network. The spatial attention will be computed and then image features with
spatial attention is applied to the convLSTM module for temporal encoding. Once all the
input frames are applied to the network, the memory of the convLSTM module, ct is selected
as the feature describing the entire video frames. Spatial average pooling operation is then
applied on this ct to obtain the video feature descriptor which is then fed to the classifier layer
consisting of a fully-connected layer for generating the class-category scores. We follow a
two-stage training strategy in which only the classifier and the convLSTM layers are trained
in the first stage followed by a second stage, where the convolutional layers of the final layer
and the fully-connected (FC) layer of the ResNet-34 network are also trained in addition to
the convLSTM and classifier layers. This is represented using the colored blocks in Figure 2.
By training the convolutional layers and FC layer of the ResNet-34 network, the network’s
capability of localizing the relevant features for discriminating the activity will be greatly
improved.

4 Experimental Results
The proposed egocentric activity recognition method is evaluated on four datasets, namely,
GTEA 61, GTEA 71, GTEA Gaze+ and EGTEA Gaze+ datasets. We follow the same eval-
uation settings used by previous approaches. For GTEA 61 dataset, we report the results
obtained on the fixed split (subject S2 for evaluation) as well as leave-one-subject-out cross-
validation setting. For GTEA 71 and GTEA Gaze+ datasets, the leave-one-subject-out cross-
validation results are reported. In the case of EGTEA Gaze+ dataset, we report the results
on each of the three provided train-test splits as well as the average across the three splits.

4.1 Implementation details
As mentioned previously, ResNet-34 pre-trained on imagenet dataset is used as the base
architecture for extracting frame level features and generating the object specific spatial at-
tention map. We use a convLSTM module with 512 hidden units for temporal encoding. The
network is trained in two stages as explained in section 3.1. In the first stage, the network is
trained for 200 epochs with an initial learning rate of 10−3 and the learning rate is decayed
by a factor of 0.1 after 25, 75 and 150 epochs. We also apply dropout at a rate of 0.7 at the
fully-connected classifier layer. In the second stage, we train the network for 150 epochs
with a learning rate of 10−4 and is decayed after 25 and 75 epochs by a factor of 0.1. We use
ADAM optimization algorithm with a batch size of 32 during training. We select 25 frames
from each video, uniformly sampled in time, as the inputs to the network.

As is commonly done with deep learning based action recognition techniques [8] [9] [1]
[3] [11] [10], we also use a temporal network that uses stacked optical flow images as input,
in order to better encode the motion changes occuring in the input video. For this, we train
a ResNet-34 pre-trained on imagenet. We follow the cross-modality initialization approach
proposed by Wang et al. in [9] for initializing the input layer. In this approach, the weights
of the first convolutional layer is initialized by computing the mean of the RGB pre-trained
network’s weights and replicating them by the number of channels of the target temporal
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Configuration Accuracy (%)
LRCN 34.48

ConvLSTM 51.72
ConvLSTM-attention 63.79
temporal-optical flow 44.83
temporal-warp flow 48.28

two-stream (average) 67.24
two-stream (joint train) 77.59

Table 1: Comparison of different configurations on the fixed split of GTEA 61 dataset.

(a) convLSTM (b) LRCN (c) RGB vs Flow
Figure 3: t-SNE embedding of the features from (a) convLSTM model, (b) LRCN model
and (c) spatial and temporal stream networks for videos from GTEA 61 dataset. In (a) and
(b), features from videos of the same class have the same color.

network. The temporal network is trained for 750 epochs with a batch size of 32 using
stochastic gradient descent algorithm with a momentum of 0.9. The learning rate is fixed as
10−2 initially and is reduced by a factor of 0.5 after 150, 300 and 500 epochs. We use five
stacked optical flow images as the input to the network and during evaluation, we average the
scores of 5 such stacks, uniformly sampled in time, to obtain the final classification scores.
We use TV-L1 algorithm [22] for optical flow computation.

Once the spatial and temporal networks are trained, we follow two approaches for the
fusion of these two. In the first approach, as proposed in [8], we simply average the scores
obtained from each of the two networks to obtain the final classification score. In the second
approach, we concatenate the outputs of the two networks and add a new fully-connected
layer on top to get the class-category scores. We then fine-tune all the layers down to Layer4
of both networks for 250 epochs with a learning rate of 10−2, which is reduced by a factor
of 0.1 after each epoch. SGD algorithm is used as the optimization algorithm.

Since the amount of training samples are limited and to avoid overfitting, we use cor-
ner cropping, scale jittering and random horizontal flipping approaches as proposed in [9]
during training stages. During evaluation, the center crop of the frames are used to get the
classification scores.

4.2 Ablation studies
We first evaluated the performance of various configurations using the fixed split of GTEA
61 dataset. The results obtained are listed in Table 1. We first compare the performance
of fully-connected LSTM with convLSTM. For the LSTM model, we follow the LRCN
approach proposed by Donahue et al. [23] in which the output of the final convolutional
layer of ResNet-34 is reshaped to obtain a feature descriptor describing the video frame.
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Methods GTEA 61∗ GTEA 61 GTEA 71 GTEA Gaze+
Li et al. [2]∗∗ 66.8 64 62.1 60.5
Ma et al. [1]∗∗ 75.08 73.02 73.24 66.4
Two stream [8] 57.64 51.58 49.65 58.77

TSN [9] 67.76 69.33 67.23 55.25
Ours 77.59 79 77 60.13

Table 2: Comparison with state-of-the-art methods on popular egocentric datasets, we report
recognition accuracy in %. (∗: fixed split; ∗∗: trained with strong supervision)

Feature descriptors thus generated from the frames of a video are then encoded using an
LSTM with 512 hidden units. With the convLSTM module, as explained in section 3.1, we
are able to keep the spatial dimensions and a memory tensor is propagated across time which
enables in capturing the evolution of spatio-temporal changes with time. The advantages of
using convLSTM can also be validated by comparing the recognition performance obtained
with the respective models. We also plot the t-SNE embedding [24] of the features extracted
from the output of both convLSTM and LRCN models in Figure 3a and 3b. In Figure 3a,
the features are more spread out and those from the videos belonging to the same class are
clustered together. From these observations, we decide to use convLSTM as the temporal
encoding module. Next, we analyzed the performance gain obtained by adding the proposed
spatial attention mechanism and an improvement of 12% is observed by making the network
attend to the relevant regions in the video frames.

Camera motion is found to be one of the problems degrading the performance of action
recognition systems. In order to combat its effects, action recognition [9] and egocentric
action recognition methods [2] propose to use stacked warp optical flow images in the tem-
poral stream network. Warp optical flow is obtained by subtracting the camera motion from
the optical flow. This is further validated by our experiments where an improvement of 4%
is gained by compensating the camera motion in the optical flow images and as a result we
choose to apply stacked warp optical flow images in the temporal stream of the network.

As explained in section 4.1, we perform two different approaches for the fusion of spatial
and temporal stream network outputs. In Table 1, two-stream (average) denotes the fusion
approach where the class scores obtained from each of the two streams are averaged and
two-stream (joint train) shows the result obtained by adding a new fully-connected layer on
top of the two individual networks followed by finetuning up to Layer 4. By following the
joint training approach, a 10 % performance boost is gained. This can be explained with
Figure 3c which plots the t-SNE embedding of the features obtained from the individual
stream networks for videos from GTEA 61 dataset. From the Figure, it can be seen that
the spatial stream and temporal stream features occupy in different regions of the feature
space which indicates that they possess some complementary information that can assist in
identifying one activity class from another. This resulted in the improved performance in the
case of joint training since the network is allowed to learn to combine these complementary
features in a way that each activity class becomes more discernible from one another.

4.3 Comparison with state-of-the-art techniques

Table 2 and 3 compares the proposed method with state-of-the-art techniques. The first block
in Table 2 shows methods specifically proposed for egocentric activity recognition, the sec-
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Methods Split 1 Split 2 Split 3 Average
Two Stream∗ [8] 43.78 41.47 40.28 41.84

I3D∗ [10] 54.19 51.45 49.41 51.68
TSN [9] 58.01 55.01 54.78 55.93

Ours 62.17 61.47 58.63 60.76

Table 3: Recognition accuracy (in %) obtained for different train-test splits of EGTEA Gaze+
dataset compared against state-of-the-art techniques. (*: Result provided by the dataset
developers)

ond block shows methods proposed for third person action recognition. Regarding Table 3,
EGTEA Gaze+ is a recently developed large scale egocentric video dataset comprising of
10325 activity instances from 106 classes. As the dataset is relatively new and no standard
benchmarks are available, we compare recognition performance with state-of-the-art deep
learning techniques for third person action recognition. Since this dataset could emerge as
a future benchmark in egocentric activity recognition, we list the recognition accuracy ob-
tained for each of the provided test-train splits as well in Table 3 for serving as a baseline
in future research. All the compared methods in Table 2 and 3 use RGB images as well as
optical flow images in order to classify the videos into the corresponding class categories.

The method proposed by Li et al. [2] uses hand segmentation for the first two datasets
along with gaze information in the case of Gaze+ dataset for detecting the location of the
objects being handled, while Ma et al. [1] trains a network for hand segmentation and object
localization for obtaining explicit information about the objects and their location. In the
proposed method, we make use of the prior knowledge inflated in the network to identify the
location of the object that is relevant in identifying the activity class. From both Table 2 and
3, we can see that the proposed method achieves a notable performance boost, except in the
case of Gaze+ dataset, which anyway validates its efficacy in performing egocentric activity
recognition. For Gaze+ dataset, the proposed method is resulting in lower performance than
the methods proposed in [1] and [2]. This may be attributed to the nature of the dataset. In
Gaze+ dataset, objects “spoon”, “fork” and “knife” are combined to an aggregated object
“spoonForkKnife” and objects “cup”, “plate” and “bowl” are combined as “cupPlateBowl”.
Their corresponding activities are clubbed together as a single activity class. For example,
activities such as “take knife”, “take fork” and “take spoon” are combined to form a single
activity class titled “take spoonForkKnife”. In the proposed method, the network is trained
to identify the relevant object’s location from the activity label alone, and combining differ-
ent objects to form a new meta-object class weakens the correlation between activity class
label and the visual information present in the frame. It therefore hampers finetuning of
activation mapping during learning. In the supplementary material we provide confusion
matrices for the worst-performing splits, to confirm that the proposed method struggles to
classify the activities involving meta-object labels. In the case of methods proposed by Ma
et al. [1] and Li et al. [2], the network is trained using explicit supervision in the form of ob-
ject instance location, thereby resulting in improved performance compared to the proposed
method. It should also be noted that a significant improvement is observed when compar-
ing the proposed method with Two-Stream [8] on EGTEA Gaze+ dataset which subsumes
Gaze+ dataset. In EGTEA Gaze+ dataset the above mentioned objects are not combined to-
gether to form a single class and the network more easily succeeds in identifying the regions
in the video frames related to the activity.
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(a) Open tea (b) Spread peanut

(c) Open peanut (d) Take honey
Figure 4: Spatial attention maps obtained for frames from GTEA 61 dataset. First image
shows the original frame, second image shows the attention map generated with ResNet-34
trained on imagenet and the last image shows the attention map obtained using the network
trained for activity recognition (after stage 2 training).

In Figure 1, we saw that a generic image recognition prior inflated in the network need
not be representative of the activity class all the time. In order to compensate this problem,
we train the fully-connected layer together with the convolutional layers of the final layer
of ResNet (orange blocks in Figure 2) in stage 2. Figure 4 shows the spatial attention map
obtained after this second stage of training. From the Figure, we can see that the network
learns to correctly identify the object in the images that is representative of the activity class
under consideration. More examples are provided in the supplementary material.

Another point worth mentioning is that the state-of-the-art-techniques for action recogni-
tion from third person videos, listed in Table 2 and 3, are performing sub-par compared to the
methods proposed for egocentric videos. This shows that these methods cannot be consid-
ered as standardized techniques for action recognition from videos in general and underlines
the importance of developing methods tailored for egocentric videos.

5 Conclusion
In this work, we have successfully developed a novel deep learning approach for egocentric
activity recognition. We validate the performance of the proposed method on four standard
egocentric activity datasets and the proposed method achieved state-of-the-art recognition
performance. The proposed approach takes advantage of the prior information encoded in a
convolutional neural network pre-trained for image classification to generate object specific
spatial attention. The spatially attended image features are then temporally encoded using
a convolutional long short-term memory module. Detailed analysis show that the proposed
spatial attention mechanism is able to correctly locate the objects that are representative of
the activity class under consideration. We have also performed a detailed ablation analysis
on the various network configurations. As a future work, we will explore the possibility of
adding a temporal attention mechanism since not all frames present in a video are equally
representative of the concerned activity. We will further evaluate our method on the recently
introduced EPIC-Kitchens dataset [25] and on video recognition problems from third-person
views.

Citation
Citation
{} 



SUDHAKARAN, LANZ: OBJECT-CENTRIC ATTENTION FOR ACTIVITY RECOGNITION 11

References
[1] Minghuang Ma, Haoqi Fan, and Kris M Kitani. Going deeper into first-person activity

recognition. In Proc. CVPR, 2016.

[2] Yin Li, Zhefan Ye, and James M Rehg. Delving into Egocentric Actions. In Proc.
CVPR, 2015.

[3] Suriya Singh, Chetan Arora, and CV Jawahar. First Person Action Recognition Using
Deep Learned Descriptors. In Proc. CVPR, 2016.

[4] Alireza Fathi, Ali Farhadi, and James M Rehg. Understanding Egocentric Activities.
In Proc. ICCV, 2011.

[5] Alireza Fathi and James M Rehg. Modeling Actions through State Changes. In Proc.
CVPR, 2013.

[6] Tomas McCandless and Kristen Grauman. Object-Centric Spatio-Temporal Pyramids
for Egocentric Activity Recognition. In Proc. BMVC, 2013.

[7] Kenji Matsuo, Kentaro Yamada, Satoshi Ueno, and Sei Naito. An Attention-Based
Activity Recognition for Egocentric Video. In Proc. CVPR Workshops, 2014.

[8] Karen Simonyan and Andrew Zisserman. Two-Stream Convolutional Networks for
Action Recognition in Videos. In Proc. NIPS, 2014.

[9] Limin Wang, Yuanjun Xiong, Zhe Wang, Yu Qiao, Dahua Lin, Xiaoou Tang, and Luc
Van Gool. Temporal Segment Networks: Towards Good Practices for Deep Action
Recognition. In Proc. ECCV, 2016.

[10] Joao Carreira and Andrew Zisserman. Quo vadis, action recognition? a new model and
the kinetics dataset. In Proc. CVPR, 2017.

[11] Yansong Tang, Yi Tian, Jiwen Lu, Jianjiang Feng, and Jie Zhou. Action Recogni-
tion in RGB-D Egocentric Videos. In Proc. IEEE International Conference on Image
Processing, 2017.

[12] Michael S Ryoo, Brandon Rothrock, and Larry Matthies. Pooled Motion Features for
First-Person Videos. In Proc. CVPR, 2015.

[13] Xingjian Shi, Zhourong Chen, Hao Wang, Dit-Yan Yeung, Wai-Kin Wong, and Wang-
chun Woo. Convolutional LSTM Network: A Machine Learning Approach for Precip-
itation Nowcasting. In Proc. NIPS, 2015.

[14] Sepp Hochreiter and Jürgen Schmidhuber. Long Short-Term Memory. Neural Compu-
tation, 9(8):1735–1780, 1997.

[15] Swathikiran Sudhakaran and Oswald Lanz. Learning to Detect Violent Videos using
Convolutional Long Short-Term Memory. In Proc. IEEE International Conference on
Advanced Video and Signal Based Surveillance, 2017.

[16] Jefferson R Medel and Andreas Savakis. Anomaly Detection in Video Using Predictive
Convolutional Long Short-Term Memory Networks. arXiv:1612.00390, 2016.



12 SUDHAKARAN, LANZ: OBJECT-CENTRIC ATTENTION FOR ACTIVITY RECOGNITION

[17] Swathikiran Sudhakaran and Oswald Lanz. Convolutional Long Short-Term Memory
Networks for Recognizing First Person Interactions. In Proc. ICCV Workshops, 2017.

[18] Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva, and Antonio Torralba.
Learning Deep Features for Discriminative Localization. In Proc. CVPR, 2016.

[19] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep Residual Learning
for Image Recognition. In Proc. CVPR, 2016.

[20] Forrest N Iandola, Song Han, Matthew W Moskewicz, Khalid Ashraf, William J Dally,
and Kurt Keutzer. SqueezeNet: AlexNet-Level Accuracy with 50x Fewer Parameters
and < 0.5 MB Model Size. arXiv:1602.07360, 2016.

[21] Gao Huang, Zhuang Liu, Kilian Q Weinberger, and Laurens van der Maaten. Densely
Connected Convolutional Networks. In Proc. ICCV, 2017.

[22] Christopher Zach, Thomas Pock, and Horst Bischof. A Duality Based Approach for
Realtime TV-L 1 Optical Flow. In Proc. Joint Pattern Recognition Symposium, 2007.

[23] Jeffrey Donahue, Lisa A Hendricks, Sergio Guadarrama, Marcus Rohrbach, Subhashini
Venugopalan, Kate Saenko, and Trevor Darrell. Long-term Recurrent Convolutional
Networks for Visual Recognition and Description. In Proc. CVPR, 2015.

[24] Laurens van der Maaten and Geoffrey Hinton. Visualizing Data using t-SNE. Journal
of Machine Learning Research, 9(Nov):2579–2605, 2008.

[25] Dima Damen, Hazel Doughty, Giovanni M Farinella, Sanja Fidler, Antonino Furnari,
Evangelos Kazakos, Davide Moltisanti, Jonathan Munro, Toby Perrett, Will Price, and
Michael Wray. Scaling Egocentric Vision: The EPIC-KITCHENS Dataset. In Proc.
ECCV, 2018.


