
Supplementary Material for
Semantics-Preserving Locality Embedding for Zero-Shot Learning

We now provide technical details on the derivations of
our proposed zero-shot learning (ZSL) algorithms. Re-
call that the inductive ZSL problem can be expressed as
follows:

min
AS ,AF

EC(AS ,AF ) + λ1ES(AF ) + λ2Ω(AF ,AS)

s.t. ZHZ> = I.

(i)

where Z = [A>FX,A
>
SS] ∈ Rdk×(N+C) indi-

cates the concentrated projected data matrix, S =
[s1, s2, . . . , sC ] ∈ Rds×C , and I is the identity ma-
trix. To solve the minimization problem of (i), we define

X̃ =

(
X 0dF×C

0dS×N S

)
and an augment transforma-

tion matrix A = [AF ;AS ] with Z = A>X̃. In order
to derive the formula more aesthetically, we now treat si
belongs to class i. As suggested in [1],

EC(AS ,AF ) =

C∑
j=1

‖A>S sj −
1

Nj

Nj∑
i=1

A>Fx
j
i‖

2 (ii)

can be rewritten in the following concise form:

EC(AS ,AF ) = tr(A>X̃MX̃>A), (iii)

where tr(·) denotes the trace sum, and the each entry in
the matrix M is defined as follows:

Mij =



1
NcNc

if i, j ≤ N and yi = yj = c

1 if i, j > N and i = j

−1
Nc

if

{
i ≤ N, j > N

i > N, j ≤ N
and yi = yj = c

0 otherwise.
(iv)

Similarly,

ES(AF ) =
1

2

C∑
j=1

{ 1

N2
j

Nj∑
i=1

Nj∑
k=1

‖A>Fx
j
i −A>Fx

j
k‖

2}

(v)

can also be written in a trace norm form as follows:

ES(AS ,AF ) = tr(A>X̃LX̃>A), (vi)

where 1
N2

j
is for normalization, L = D −W, and D is

a diagonal matrix with (D)ii =
∑

j Wij and W is the
affinity matrix defined as:

Wij =

{
1 if i, j ≤ N and yi = yj

0 otherwise.
(vii)

By combining the above terms, we convert the whole for-
mula (i) as:

min
A=[AS ;AF ]

tr(A>X̃(M+ λ1L)X̃
>A) + λ2

(
‖AS‖2 + ‖AF ‖2

)
s.t. A>X̃HX̃>A = I,

(viii)

where we use the Frobenius norm as the regularizer. Now,
the transformation A can be derived by solving the dk
smallest eigenvectors of the following generalized eigen-
value decomposition problem:

(X̃(M + λ1L)X̃> + λ2I)A = ΦX̃HX̃>A. (ix)

Similarly, the transductive version of our ZSL can also be
solved by:

(X̂(M̂ + λ1L̂)X̂> + λ2I)A = ΦX̂ĤX̂>A, (x)

where X̂ =

(
X XU 0dF×C 0dF×CU

0dS×N 0dS×NU S SU

)
.

Note that M̂ and L̂ can be computed with pseudo labels
as in (iv) and (vii), respectively.
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