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In this paper we address the problem of classifying objects where some
of the labels in the training data are noisy. This is a common scenario and
can be caused by the difficulty of annotation or inadvertently due to hu-
man error. In this paper, we consider the wrongly annotated examples to
be outliers and try to formulate a robust outlier identification algorithm.
The task of learning a model in the presence of noise has been tradi-
tionally solved by the RANSAC algorithm[1]. RANSAC has also been
adapted as RANSAC SVM by Nishida and Kurita [3]. The RANSAC-
SVM method selects random subsets of the training data and trains small
SVMs on them, using the rest of the training data as validation sets. It
then chooses the SVM with the smallest validation error to approximate
the full training set. However, if the training data is noisy, the validation
sets are corrupted, and a faulty submodel may be chosen as optimal.
To address this problem, we propose a modification to RANSAC SVM
thereby achieving robustness to noise. The detailed algorithm is given in
Algorithm 1.

We are initially given a training set S of n examples from which we
draw small random subsets of size k. For each such subset, we train a
SVM to obtain a weight vector wi using the standard support vector for-
mulation given by:
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We then classify the whole set of examples S using wi and record the
predicted labels. The misclassifications that result from this weight vector
are aggregated in a vector O of dimension n. The procedure is repeated
for many iterations m and examples with misclassifications beyond τ are
considered to be outliers. Thus using a quantized score from many models
provides us with a better estimate of outlierness.

Algorithm 1 Outlier Robust RANSAC-SVM Adaptation
1: procedure OUTLIER ROBUST RANSAC-SVM(SetSize k, NumIt-

eration m,Threshold τ)
2: for each instance x j ∈Training Set S do
3: OutlierScore O(x j)← 0
4: end for
5: for i=1 to NumIteration m do
6: Choose a random Xi ⊂ Training Set S s.t. |Xi|=SetSize k
7: wi ← BuildSV MModel(Xi) using equation 1.
8: Misclassi f iedSeti ← GetMisclassi f iedInstances(wi,S)
9: for each instance x j ∈ Misclassi f iedSeti do

10: IncrementByOne(OutlierScore O(x j))
11: end for
12: end for
13: OutlierSet So ← {}
14: InlierSet Si ← {}
15: for each instance x j ∈ Training Set S do
16: if OutlierScore O(x j) > Threshold τ then
17: AddToSet(OutlierSet So, x j)
18: else
19: AddToSet(InlierSet Si, x j)
20: end if
21: end for
22: InlierModel win ← BuildSV MModel(InlierSet Si)
23: AdditionalInliers Sai←GetCorrectlyClassi f iedInstances(win,So)
24: FinalSet S f i ← Si ∪ Sai
25: FinalModel w f i ← BuildSV MModel(S f i)
26: end procedure

We have evaluated our algorithm on the Pascal Voc 2007 dataset. In
order to emulate noise, we flipped the labels of 20% of the hardest exam-
ples for each of the 20 classes in the dataset. We used distance from the
hyperplane as a measure to approximate hardness. The ones closest to the
hyperplane are hard in the feature space and are expected to be visually
difficult to annotate. We have used linear SVM in all our experiments.
To describe each image, we have used responses of the 7th layer of caffe
[2] features pre-trained on the Imagenet Large Scale Visual Recognition
Challenge 2012 (ILSVRC2012). This gave us a 4096-length feature vec-
tor to describe each image. Table shows that using our method we were
able to achieve more than 12% improvement over both RANSAC SVM
and ordinary SVM.

Our method can also be adapted to identify hard examples in the train-
ing data. This is because hard examples are also dissimilar in their feature
space as compared to normal examples. Figure 1 shows some of the hard
examples identified by our method.

Figure 1: Few visually hard images of VOC 2007 which were detected as
outliers by our method. The classes are : bicycle, bird, boat, car and cat

Voc 2007 dataset contains some images labelled as 0 which denote
hard positives. We show in table 2 that even after including the 0 labels,
we were able to achieve nearly the same performance as normal svm with-
out the 0 labels. Also, our method performed better when 0 labels were
not included in both normal svm and our method.

Normal SVM RANSAC-SVM Our method

41.2 48.6 62.7
Table 1: Comparison of mean average precision with 20% noisy labels on
the Voc 2007 dataset

Normal SVM
without 0 labels

Our method
with 0 labels

Our method
without 0 labels

72.7 72.0 73.5
Table 2: Mean average precision of Voc 2007 dataset using normal SVM
excluding examples labelled as 0 , our method in the presence of the 0
labelled examples and our method after removing the 0 labelled examples.

Thus we show how a simple adaptation of RANSAC SVM can be
used to achieve robustness to noise. We further show how it can be used
to detect hard examples in the training data.
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