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Image super resolution (SR) aims at recovering the missing high frequen-
cy details from single image or multiple images. Existing SR methods
can be divided into three categories: interpolation-based, reconstruction-
based and example learning-based. Our paper focuses on the third catego-
ry. Example learning-based SR methods [6] utilize the LR-HR image pair
to infer the missing high-frequency details in the LR image and achieve
state-of-the-art performance.Recently, in the field of example learning-
based SR, more and more researchers resort to learn the LR-HR relation-
ship directly, i.e. y = f (x), where x is the input LR image feature, y is
the targeted HR image and f is the mapping function that transforms the
LR feature into HR image. Instead of commonly used parametric mod-
els, non-parametric methods [3], especially gaussian process regression
(GPR)-related methods [2, 4, 5] begin to emerge in the SR field. How-
ever, previous GPR-based SR methods simply learn all the GPR models
independently and ignore the correlation between them. On the other
hand, each pixel prediction can be treated as a task, so that inferring a HR
patch can be regarded as a multi-task problem. In this paper, we focus on
the multi-task gaussian process (MTGP) regression and apply it to super-
resolution problem. We first give a brief overview of MTGP proposed in
[1]. Then we study how SR problem corresponds to MTGP and propose
the multi-task gaussian process super-resolution (MTGPSR) framework.

MTGP tries to solve the following problem: Given N distinct input-
s x1, ...,xN we define the complete set of responses for M tasks as y =
(y11, ...,yN1, ...,y12, ...,yN2, ...,y1M , ...,yNM)T , where yi j is the response
for the jth task on the ith input xi. We also denote the N ×M matrix Y
such that y = vecY . Given a set of observations yo, which is a subset of
y, we wish to predict the unobserved values of yu of some input points
for some tasks. MTGP wishes to learn M related latent functions { fl}
by placing a GP prior over { fl} and directly induce correlations between
tasks. Assuming that the GPs have zero mean we define⟨

fl(x) fk(x
′)
⟩
= K f

lkkx(x,x′) (1)

yi j∼N( fl(xi),σ2
j ) (2)

where K f is a positive semi-definite (PSD) matrix that specifies the inter-
task similarities, kx is a covariance function over inputs, and σ2

j is the
noise variance for the jth task. The key property of multi-task gaussian
process model is the introduction of inter-task correlation matrix K f , so
that observations of one task can affect the predictions on another task.

Inference in the MTGP model can be carried out by using the stan-
dard GP formulation for the predictive mean and variance. The predictive
mean on a test point x∗ for task j is obtained by

f j(x∗) = (k f
j ⊗ kx

∗)
T Σ−1y,whereΣ = K f ⊗Kx +D⊗ I (3)

where ⊗ denotes the Kronecker product, k f
j is the jth column of K f , kx

∗
represents the vector consisting of covariances between the test point x∗
and all the training points, Kx stands for the covariance matrix obtained
by computing covariances between all the training points pairs, D is an
M×M diagonal matrix with σ2

j in the ( j, j)th position, and Σ is an MN ×
MN matrix.

In the learning stage, the MTGP hyper-parameters are optimized as
follows: Let f be the vector of function values corresponding to y, and
similarity for F for Y . Further, let y. j denote the vector (y1 j, ...,yN j)

T

and similarly for f. j. Given the missing data, which in this case is f , the

complete-data log-likelihood is
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2
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2
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(4)

from which we have following updates:

l̂x = argmin
lx

(
Nlog|⟨FT (Kx(lx))−1F⟩|+Mlog|Kx(lx)|

)
(5)

K̂ f = N−1⟨FT (Kx(lx))−1F⟩ (6)

σ̂2
j = N−1⟨(y. j − f. j)T (y. j − f. j)⟩ (7)

where the expectations ⟨·⟩ are taken with respect to p( f |yo, lx,K f ), and ·̂
denotes the updated parameters.

Processing pipeline of our method is as follows:in the training stage,
we first construct HR/LR patch pairs by downsampling and then conduct
K-means clustering on LR patch dataset. For each cluster, we learn one
MTGP model to fit the training data. In the predicting stage, given an LR
image, we first overlap sample the image getting test patch dataset and
classify the data using the K-NN algorithm based on the cluster centers
obtained from training stage. Next, each HR patch subspace correspond-
ing to the LR patch subspace are recovered through learned MTGP regres-
sion. Finally, all the predicted patches are reconstructed into a HR image
using average weighting scheme. Details of algorithm and experiment are
presented in the paper.

In this paper we propose a super resolution framework based on the
multi-task gaussian process regression and study how the models are opti-
mized and inferred effectively. The proposed MTGPSR framework makes
the pixel prediction correlation into consideration based on the image
local structure. Experimental results show that the proposed algorithm
achieves the comparative performance and makes the super-resolved im-
age more accurate and natural.
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