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Automatic emotion analysis and understanding has received much atten-
tion over the years in affective computing. This paper aims to infer the
emotional intensity of a group of people. For group emotional intensity
analysis [1], feature extraction and group expression model (GEM) are
two critical issues.

Feature extraction: For 2D image, the 1st-order Riesz transform
enables the rotationally invariant analysis of i1D structure, while the 2nd-
order Riesz transform can characterize an i2D image structure [4]. There-
fore, we employ the 1st-order and 2nd-order Riesz transforms with log-
Gabor filters at three scales and four orientations to describe the structure
of a facial expression image.

Its Riesz face images are resembled to form the Riesz volume. We
furthermore employ the LBP operator on XY , XZ and Y Z of volume-
based Riesz face respectively. The histograms HXY , HXZ and HY Z are
concatenated into one feature vector H. The procedure is shown in Fig. 1.
Five histograms Hx,Hy,Hxx,Hxy,Hyy are concatenated into one feature
vector F for representing the face. Based on a low-dimensional space
U, the low-dimensional features can be formulated as F̃ = U′F .

Figure 1: Riesz-based volume local binary patterns for Rx: (a) A face
image; (b) The 1st-order Riesz face Rx and its feature extraction.

Group expression model: GEM explores the relationship between
faces and intensity label in a group image. We formulate a novel GEM
based on Continuous Conditional Random Fields (GEMCCRF ) to combine
global and local attributes.

For the global attribute, the minimal spanning tree algorithm [3] is
employed to obtain a fully connected graph G = (V,E), which can provide
the location and minimally connected neighbours of a face. An example
is shown in Fig. 2. Based on the graph, the global attribute can be ex-
pressed by relative size Si and relative distance δi. For the local attribute,
it contains the local features F̃ for faces.

(a) (b)
Figure 2: Illustration of obtaining minimally connected neighbours for a
face: (a) Original group image, (b) Min-span tree depicting connection

between faces.

Global and local attributes are concatenated into F = [F̃ ,S,δ ], pro-
viding sufficient and useful information for CCRF. We suppose that a
group image contains n faces, which is represented by Fi, i = 1, . . . ,n. We
transform Fi into ti by using Support Vector Regression, which represents
the relevance factor of one subject for CCRF. Therefore, CCRF model for
a group image is a conditional probability distribution with the probabil-

Figure 3: GEMCCRF : The blue circle on a facial image represents the
extracted content, zi is an happiness intensity label, an edge (a solid line)

between zi and z j means the dependency between intensities of two
faces, an edge (a dash line) represents the dependency of an intensity

label on its content.

(a) (b)
Figure 4: Examples of inferring two group images on HAPPEI database.
For each image the texts at the bottom of an image indicate the estimated

happiness intensity results and the ground truth, respectively

ity density function as P(z |T) = exp(∑n
i=1 ∑

m
k=1 µk fk(zi,Ti,k)+∑i, j νg(zi,z j ,T))∫

exp(∑n
i=1 ∑

m
k=1 µk fk(zi,Ti,k)+∑i, j νg(zi,z j ,T))dz ,

where T is the set of input feature vector, Z is the intensity label of faces
in a group image, f (.) and g(.) are vertex and edge features, respectively.
Following the work of [2], we pick µ and ν that maximise the condi-
tional log-likelihood (µ∗,ν∗) = argmaxµ,ν ∑

M
q=1 logP(z(q)|T(q)), where

M expresses the number of group images.
Given a group image, containing n faces, the intensity can be esti-

mated by using z= 1
n ∑

n
i=1 argmaxzi P(zi|Ttest). An example of the CCRF

model in group happiness intensity analysis is depicted in Fig. 3.
Implementation of this framework by group-level happiness intensity

estimation, as shown in Fig. 4, is described in the paper. Our conclusion
is that GEMCCRF helps to predict the group mood better. Moreover, the
feature indeed affects the performance of recognition for GEM models.
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