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Semantic-level features have been shown to provide a strong cue for pre-
dicting eye fixations. They are usually implemented by evaluating classi-
fiers everywhere in the image. As a result, extracting the semantic-level
features may become a computational bottleneck that may limit the appli-
cability of saliency prediction in real-time applications.

To tackle this problem, we show a saliency prediction algorithm that
uses active semantic segmentation [3] to exploit semantic-level features
in a computationally efficient way (see Figure 1). The active semantic
segmentation framework assumes that evaluating classifiers everywhere
in the image is computationally more expensive than inferring the seman-
tic labeling from a probabilistic model. Given a budget of time, active
semantic segmentation evaluates classifiers in a subset of regions, and
propagates the semantic information to the regions that have not been
observed. In this paper, we introduce new semantic-level features for
saliency prediction based on the probabilistic output from active semantic
segmentation. To carry the analysis of our model, we collected eye track-
ing data on two popular segmentation datasets, the PASCAL VOC07 [1]
and the MSRC-21 [4]. Experiments show that the semantic-level features
extracted from active semantic segmentation improve the saliency predic-
tion from low- and regional-level features, and it allows controlling the
computational overhead of adding semantics to the saliency predictor.
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Figure 1: We propose a saliency prediction framework incorporating low-
level, regional-level and new semantic-level features based on an active
semantic segmentation of the input image. This allows to control the com-
putational overhead of adding semantics to the saliency prediction.

Method

We use a Support Vector Regression (SVR) to learn a feature integration
for saliency prediction. Our proposed model incorporates various saliency
features at three levels:

Low-Level Features. We incorporate the state-of-the-art GBVS [2]
method to calculate a low-level saliency feature, with combined color,
intensity and orientation channels.
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Regional-Level Features. Suggested by the Gestalt principles, lo-
cally coherent regions or proto-objects, are more likely to attract attention
than others depending on the size and shape. We use five regional-level
features (i.e. size, solidity, convexity, complexity, eccentricity) proposed
by [5], which are independent of the semantics.

Semantic-Level Features. Based on the output of the active semantic
segmentation (i.e. a set of semantic labelings of the full image that define
the probability distribution of the semantics given few observations on
the image), we compute a set of semantic-level features, including label
probability, semantic uncertainty, semantic rarity, and object center.

Experiments and Dataset
We conducted eye-tracking experiments on the PASCAL VOC07 [1] and
the MSRC-21 [4] datasets. Evaluation results demonstrated the effective-
ness of the semantic features for saliency prediction under computational
time constraints (see Figure 2). The eye-tracking data is publicly available
at http://www.ece.nus.edu.sg/stfpage/eleqiz/bmvc15.html.
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Figure 2: Performance evaluation of saliency prediction in the VOC07
and MSRC-21 datasets, with various percentages of observations. The
semantic-level features are able to capture useful semantic information
for saliency prediction, given a budget of time.
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