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Recent top performing methods in PASCAL VOC [6] and ImageNet [13]
make use of object proposal to replace exhaustive window search. Object
proposal’s effectiveness is rooted in the assumption that there are general
cues to differentiate objects from the background. Since the very first
work by Alexe et al. [1], many object proposal methods have been pro-
posed [2, 3, 4, 5, 7, 8, 10, 11, 12, 14, 15] and tested on various large
scale datasets [6, 9, 13], and their overall detection rates versus different
thresholds or window number have also been reported. Yet such partial
performance summaries give us little idea of a method’s strengths and
weaknesses for further improvement, and users are still facing difficul-
ties in choosing methods for their applications. Therefore, more detailed
analysis of existing state-of-the-arts is critical for future research and ap-
plications.

Our contributions can be summarized in three aspects. First, we in-
vestigate the influence of object-level characteristics over state-of-the-art
object proposal methods for the first time. Although there are some simi-
lar works in categorical object detection, few research has been conducted
on object proposal side to the best of our knowledge. Second, we intro-
duce the concept of localization latency to evaluate a method’s localiza-
tion efficiency and accuracy. Third, we create a fully annotated PAS-
CAL VOC dataset with various object-level characteristics to facilitate
our analysis. The annotations take us nearly one month’s time which will
be released to facilitate further related research.

Our experiments are based on PASCAL VOC2007 test set, which has
been widely used in evaluating object proposal methods. A proposed win-
dow B is treated as detected if its Intersection-over-Union (IoU) with a
ground truth bounding box B̄: IoU(B̄,B) = area(B ∩ B̄)

area(B ∪ B̄) is above a certain
threshold T . We first study the localization accuracy of the existing meth-
ods. The region based methods have higher localization accuracy than
window based methods. MCG and SelectiveSearch are the top perform-
ing region based methods, though window based EdgeBox shows compa-
rable performance. The localization accuracy for region based methods
are similar. One potential explanation is that all region based methods fol-
low similar pipeline by grouping superpixels with either learned or hand-
crafted edge measures.

A good object proposal method should not only produce candidates
with high accuracy, but also use as less windows as possible. To summa-
rize a method’s performance in terms of the accuracy and window num-
ber, we propose the localization latency metric:
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in returned descending order. Let OBJ(m,T,K) be the total number of
sampled windows to localize all instances of the target category in image
m under varying threshold T ∈{0.5,0.7,0.85} and K (i.e. OBJ(m,T,K)=

∑i min{k ∈ K : IOU(W m
k ,Bm

i )> T}). If using k windows still can’t local-
ize the object, k is set to K + 1. M is the number of images contain the
instances. From our experiments, the window based methods have lower
localization latency than region based methods. Our interpretation for
such result is that window based approach inherently assumes that ob-
jects are spatially compact.

We also examine the impact of additional properties: natureness,
iconic view, object size, aspect ratio, color contrast, shape regularity and
textureness. Our study reveals that the cues of existing methods are gen-
eralized to both ‘nature’ and ‘man-made’ objects. While, exsitng methods
are sensitive to the changes in viewpoint, object size, aspect ratio, color

contrast and shape regularity. While the impact of of textureness is pro-
nounced.
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