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Multiple Object Tracking (MOT) is an important problem fas various
applications. In general, approaches for MOT can be catsgbiinto
two types, sequential ones and batch ones. Sequential tifise ab-
servations from frames up to the time while batch ones usereésons
from all frames of a video. For the significant progressesexeld in
the pedestrian detection field, most existing work for MOTdfes the
batch fashion (i.e. it employs a pedestrian detector to/aart detection

in each frame in advance, and then handles MOT as a data @ssoci
problem by treating the detection responses of all the feaaseobserva-

tions). However, little attention has been paid to detecsiod tracking of
multiple objects of an arbitrary type. In this paper, we ta¢ke problem
of tracking multiple objects without limitation of the tyme# the objects.
Furthermore, we show how this problem can be formulatedimitie
Multiple Task Learning (MTL) framework [3].
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Figure 1: Task decomposition of our MOT problem.

By adopting the strategy of tracking-by-detection, we aegose our
problem into two main tasks, detection and tracking, anth&rrdecom-
pose the tracking task into multiple sub-tasks, each of wbaresponds
to tracking an individual object. Fig. 1 shows the decomjmsiof our
task. In the stage of fulfilling the detection task, a binagtedtor is
learnt to detect objects in images. For the tracking tashtipheitrackers
are learnt on top of the detector to trace detected objectsiisequent
frames. To prevent trackers from drifting away from targ#ie detector
is utilised to anchor the trackers by the proposed Mean Reged Joint
Feature Learning algorithm. At the same time, the trackezsj@ntly
learnt by sharing common features to capture the relatsdimasng mul-
tiple tasks. To further improve the performance, we use aosinmess
term which globally considers all the labelled and unlaskiata. In the
following, details of detection and tracking will be given.

The detection task is completed by posing it as a linear lcignia
SVM [2] optimisation problem. We firstly reject some slidimgndows
which are impossible to be objects by the objectness measmtg1] to
accelerate the whole procedure. Then we construct a grepting all
the samplesX as vertices and similarities among objects as edges.

us write the detector af(x) = ng, then we have the following objec

function to minimise,
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whereL is the Laplacian matrix calculated from the graph dad i =

1,2,...,n } are slack variables. Following the primal-dual formulatiove
derive a quadratic optimisation problem as,
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whereQ = YTITXT 2yl +2oXLXT)~1XJY, I =[1 0T is an x n, ma-
trix with | as theny x ny identity matrix,Y = diag(yi, ...,Yn ) € R"*" and

a=lay,..., anl]T € R™ are Lagrangian multipliers. Solving this problem
we can obtair, and the detector isg = (211 +2),XLXT)"1XJYa.
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Figure 2: Formulation of the MOT problem into MTL.

To track multiple objects, we formulate the problem withinfiM
framework. The motivation for it can be illustrated by Fig @/riting
each tracker a (x) = w{ x and all the trackerfwy, --- ,wt] as a matrix
W e R4T we propose the Mean Regularised Joint Feature Learning al-
gorithm which minimises the following objective functiorittvregard to
w,
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In the above function, the first term is the loss from labeteth of
each task. In this terrd; is the combination of labelled samples and un-
labelled samples for a sub-tagkJ; is a matrix which chooses only the
labelled data to calculate the losé; is the label vector of the tagk(we
give the neutral label 0 to the unlabelled data). The secerd ts the
joint feature learning term. We learn the features sharemtiple tasks
via the penalty of{W/||21, the /21 norm of W. This regularisation term
can result in that only some rows \8f are non-zero, which correspond to
the features shared by all sub-tasks. The third term is thdagsation to
relate the two main tasks. This regularisation term bentsfitsrackers in
two aspects. Firstly, agwt||? = |lwi —wo+wol|? < [[wt —wol[2+ ||wol|%,
and we have minimisetiwg]||? in the detection stage, thus minimising
[wi —wol|?> equals minimising||w||?, further improving the generali-
sation ability of each tracker. Secondly, this term can @néxtrackers
from drifting to the background as we enforce each trackdret@lose
to the detector. The last term is the combination of smoathifier each
tracker/task.Lt is the Laplacian matrix associated with the graph of the
taskt. This smoothness term enables the tracker to view the &bell
and unlabelled samples (candidates) together. This catepmgimisa-
tion problem can be solved by adopting the Accelerated @radilethod
(AGM) [4].

We test our approach on four challenging data sets (inofudipub-
Ilr(%/ available data set) to evaluate its performance. Reswompared
fwith our self baselines and some other counterparts shotthbgoro-
posed method significantly outperforms the state-of-ttherathods.

Our conclusion is that by decomposing our problem into twénma
tasks and representing their relation via the proposed NRegyularised
Joint Feature Learning algorithm, we can effectively detire desired
list of detected and tracked objects in frames.
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