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Abstract

Stereo reconstruction generally requires image correspondence such as point and line
correspondences in multiple images. Cameras need to be synchronized to obtain corre-
sponding points of time-varying shapes. However, the image information obtained from
synchronized multiple cameras is redundant, and has limitations with resolution. In this
paper, we show that by using a set of unsynchronized cameras instead of synchronized
one, we can obtain much more information on 3D motions, and can reconstruct higher
frequency 3D motions than that with the standard synchronized cameras. As a result,
we can attain super resolution 3D reconstruction from unsynchronized cameras. The
efficiency of the proposed method is tested by using real image sequences.

1 Introduction

Stereo reconstruction methods generally require a set of corresponding points in muli
images [, 2, 4]. These corresponding points must be projections of the same points in .
space. Thus, if we want to reconstruct dynamic scenes, multiple cameras must be syn
nized. Synchronized cameras can observe the same 3D point at each time instant as s
in Fig. 1 (a), and these 3D points can be reconstructed. Hence, the number of reconstruc
3D points is the same as the number of corresponding points in images, and the maxir
reconstructible frequency is a half of the camera sampling frequency. Thus, if the origi
3D motion includes higher frequencies than a half of the camera sampling frequency,
reconstructed 3D motion suffers from the aliasing problem, and we obtain wrong 3D mot
from images. The traditional solution to this problem is to use high speed cameras, i.e. t
sampling rate cameras. However, the amount of light obtained with the high speed cam
is often insufficient. Also, there are limits with sampling frequency even with high spe«
cameras. Thus, the aliasing problem is inevitable in the standard reconstruction method
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Figure 1:The synchronized and unsynchronized cameras

In this paper, we consider a set of cameras, whose sampling phases are different frc
each other, as shown in Figy(b), and propose a method for reconstructing higher frequency
components of 3D motion than the sampling frequency of cameras. We call them unsynchr
nized cameras. If we observe a moving 3D point with a pair of synchronized cameras, w
obtain two sets of 2D coordinates, i.e. four coordinates, from a single sampling. Howeve
only three of them are independent, since these two cameras observe the same 3D po
However, if we observe the moving 3D point with a pair of unsynchronized cameras, all fou
coordinates provide us independent information on the moving 3D point, and we have a po
sibility of using the information for recovering higher frequency components of 3D motion.
Unfortunately, these image points are not corresponding to each other, and thus we cani
reconstruct the 3D point by using the existing stereo methods.

Some efforts have recently been made for reconstructing 3D points from unsynchronize
stereo cameras3] 5, 7]. For recovering 3D motions from unsynchronized cameras, image
interpolation techniques are often used to generate corresponding points in unsynchroniz
images B, 7, 8]. Svedman et al.g] proposed a method for creating virtual synchronized
images from unsynchronized images based on interpolation. Zhou and Tgar¢posed
a method for generating a virtual synchronized images from projective invariants assumir
linear motion. Tresadern and Reid] proposed a method of bundle adjustment based op-
timization for recovering human motions from unsynchronized cameras. Unfortunately, th
interpolation used in these methods was an approximation of the real motion in images, al
thus the results from reconstruction were not accurate. Furthermore, all these methods f
the same limitation. That is, the highest reconstructible frequency of 3D motion was the ha
of the camera sampling frequency.

In this paper, we propose a method for reconstructing higher frequency components |
3D motion from unsynchronized low frequency cameras, i.e. low sampling rate camera
Our research is related to recent work on trajectory reconstruction from moving cagjeras |
For reconstructing 3D motion from unsynchronized cameras, we consider a novel came
projection model, which projects 3D points in frequency space to image points in the usu:
metric space. This new projection model has two major advantages to the standard cami
projection model. First, identical 3D points in frequency space are projected to multiple im
ages, even if these images are observed by unsynchronized cameras. Thus, we can ok
image correspondence in multiple unsynchronized images, and can reconstruct 3D poir
from unsynchronized images. Second, the new projection model enables us to reconstri
higher frequency 3D motion that could not be recovered from the standard stereo metho
As aresult, we can reconstruct more precise 3D motion than that with the existing 3D reco
struction methods, and can avoid the aliasing problem.
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2 Unsynchronized Cameras

Let 3 be a continuous 3D motion of a space point, whose highest frequericySappose
we haveN sampling pointX; = [%,Y,Z,1]" (i=0,---,N—1) on the 3D motiork. Then,
according to the sampling theorem, 3D motan be fully recovered by thd sampling
pointsX; (i=0,--- ,N—1), if the following inequality holds:
N > 2f (1)

Suppos&; = [)(if ,Yif ,Zif ,6]" (i=0,--- ,N—1) is the discrete Fourier transform (DFT)
of Xj = [%,Y;,Z,1]" (i=0,--- ,N—1), whered; takes 1 foii = 0 and takes O for the others.
Then, we can represent 3D moti@rby usingN frequency pointZ; (i=0,--- ,N—1) in
3D frequency space. Thus, if we can reconstridtfzquency component@({f, Yif, Zif}
(i=0,---,N—1), 3D motionX can be reconstructed up to frequerfcy

Now, let us consideK cameras, which observe 3D moti@rat M time instants. Since
each camera observissimage points, we have a total dk®1 observations frork cameras.
In the standard reconstruction with multiple cameras, the cameras are synchronized,

observe the same set bf points in 3D space as shown in Fig(a). Thus, the maximum
frequency,fs, of 3D motion, which can be recovered from camera images, is as follows:

1

However, if we observe the same 3D motbiy usingK unsynchronized cameras, we
observeK x M different points in the 3D space as shown in Figb). As a result, all the
2KM observations fronK cameras are independent of one another, unlike those from t
synchronized cameras. Thus, we have a possibility of reconstructing 3D point%b(rb/to
Therefore, the maximum frequendy;, of recoverable 3D motion is as follows:

1

From @) and @), we find that the unsynchronized cameras have a possibility of reconstru
ing %K times higher frequency 3D motion than the synchronized cameras as follows:

fu = gng 4
3

SinceK is 2 or more than 2 in the reconstruction with multiple cameras, the unsynchroniz
cameras can recover much higher frequency of 3D motion. Tatenpares the recoverable
maximum frequency of the proposed unsynchronized reconstruction mdthodith that
of the standard synchronized reconstruction mettigdFor example, if we have 3 unsyn-
chronized cameras, we can recover 2 times higher frequency components than reconstrt
with 3 synchronized cameras.

The question is how can we recover these higher frequencies from the unsynchron
cameras? Obviously, no standard stereo methods can be used, since we do not have any
correspondences in multiple images. In the following sections, we propose a linear met
for recovering higher frequency components from unsynchronized images.
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Table 1: Comparison of maximum frequency recoverable frighsampling points.fs de-
notes the maximum frequency obtained from synchronized camerasiyadéenotes that
from unsynchronized cameras.

number of cameras 2 3 4 5 6 K
fs M IM [ M [ SM [ 2M zM
fu M| M [M[3M ] 2M 1KM

3 Projection in Frequency Space

We first introduce a brand new camera projection model, which projects 3D points in fre
guency space to 2D image points in real metric space. In this projection model, a 3D point
represented by frequency coordinatgs!, Y, Zf1, while a 2D point is represented by the
usual image coordinate$x, y}.

Suppose the maximum frequendy,of 3D motionZ is less than}N. Then, 3D motion
> can be fully represented By frequency pointZ,, = [X&YJ,LL&]T (n=0,--- ,N-1).
If we observe 3D motiox atM time instants, the observed 3D pois(t =0,--- ,M — 1)
in real space can be represented by frequency painés follows:

Xt = ;Ni:an(t,n) t=0,---.M-1) )

where,w(t,n) = e2M"/N and| denotes the imaginary unit. Notd,andM are different in
general, and we consider a case where the number of sampling¢ess than the number
of frequency componentd. Equation §) is similar to the inverse discrete Fourier transform
(IDFT). However, it is not IDFT, sinc& andM are different. Since image points in the
camera are the projection ¥ (t =0,--- ,M — 1), the image projection from 3D frequency
space to the image poimts= [x.,;,1]" (t =0,---,M — 1) can be described as follows:

1 N-—-1
Aty = PN nZOan(ta n) (6)

where P denotes the & 4 camera projection matrix, ard denotes a scalar that corresponds
to the depth of the point.

Now, if we observe 3D motiorx by K different unsynchronized camerasMttime
instants, their projections can be described as follows:

o SNt )
)\t'x{:P'Nn;an(t—kki,n) (i=1---,K) (t=0,---,M-1) (7)

where k; denotes the sampling delay of thlb camera with respect to the 1st camera. Thus,
ky = 0. P', xi andA, are a camera projection matrix, a series of image points and their deptt
in theith camera.

Equation {) is a general projection model from 3D motion witlfrequency components
to K unsynchronized cameras wit¥ time instants. The very important property of this
projection model is that the identical 3D frequency poiy, is projected to image points
xi in multiple cameras as shown if)( This property exists in this projection model, since
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sampling delayw(k;, n) is separated from 3D frequency poid in frequency space. As
a result, 3D frequency poir, can be reconstructed from these image points as we wi
explain in the next section.

4 3D Super Resolution Reconstruction

We next consider 3D super resolution reconstruction. That is, we reconstruct higher
guency 3D motion from low frequency image sampling. In this method, the recoveral
frequency of the 3D motion i%K times higher than that of the standard reconstructiol
method as we have seen in sectibnAs a result, reconstructed 3D motion does not suffe
from the aliasing problem, even if the 2D images have aliasing.

By taking the vector product of7f with x{, and reformulating it with respect to the

3D frequency components= [XJ,W ,X,\f,fl, Yof,m ,Y,\f,fl, Zg, ,Z,I,fl,l]T, we have the

following system of linear equations:
Mf =0 (8)

wheré] M represents &KM) x (3N + 1) matrix as follows:

Ll(Plll_PsllTi) Ll(Plls—Ps}sT%)v le4(P214—P3%4T%)
LY P —PuTy) - LY(Pi—PRTY),  L'Za(Pl—PLTY)
M = : : : 9)
L*(Pf, —PHTY) LX(PS—PITE),  LKZa(Ply - PTE)
LA(Py —PLTY) - LX(PR—PRTY), LNZa(Ply—PLTY)

Here,Z4 denotes the 4th row & (n), andL' denotes aM x N matrix, which consists of
w(t,n) = MN/N as follows:

w(0+k;,0) ®(0+k,N—-1)
Lol : )

N : :
©wM-1+k,00 - wM-1+k,N-1)
T andT‘y are vectors, which consist afandy coordinates oM time instants in théth
camera image as follows:

TIX: [Xba 7Xil\/|71]T T;/: [lev 7yiMfl]T (10)
Assuming that the sampling delays, and the camera matrice®, are known, the 3D
coordinatesf, of N frequency pointZ,, can be computed from thd image sequence &f

unsynchronized cameras by solving the linear equa8pnithen, the 3D points in real space
can be recovered by transformidg to X; by using the following equation:

N—-1
X, — ;Z)znw(wlq,n) (11)

Note, we can reconstruct a different set of 3D points observed by each camera by choc
delayk; of each camera inl().
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Figure 2:Relationship between sampling delay and RMS error of reconstruction. (a) show
the relationship in the case of 2 cameras. (b) magnifies vertical axes of (a). (c) show
relationship in the case of 3 camerés.andks denote the sampling delays of camera 2 and
3 respectively.

5 Sampling Delay and Stability

Although the higher frequency components of 3D motion can be reconstructedfiybio
using the proposed method, the stability of reconstructed 3D motion depends on variatiol
in sampling delay; of multiple cameras. If the variations in sampling delay are small in
multiple cameras, the variations in 3D points observed by these cameras will be small. As
result, the reconstruction of high frequency 3D motion becomes unstable.

To clarify the relationship between the variations in sampling delay and the stability
of 3D reconstruction, we generated a pair of synthetic unsynchronized images with imag
noise, and reconstructed high frequency 3D motion by using the proposed method. Sampli
delayk, of the 2nd camera was changed from 0 to 1, and we evaluated the RMS error ¢
the reconstructed 3D points. Fig.(a) shows the relationship between the magnitude of
sampling delay and the RMS error of reconstruction, and Fidp) magnifies its vertical
scale. As shown in these figures, the reconstruction error is large when samplindgdelay
of the 2nd camera is close to 0 or 1. However, the stability of reconstruction is drasticall
improved, when sampling del&y approaches to 0.5.

We also evaluated the stability of reconstruction for 3 unsynchronized cameras changir
the sampling delay of the 2nd and 3rd camekasndks, from 0 to 1. The results are shown
in Fig. 2 (c), where the stability of reconstruction is improved, wherandks approacr%
and% or vice versa. These results confirm that variations in sampling delay are importar
for the stability of reconstruction.

6 Experiments

We will next present the results from real image experiments as well as synthetic imag
experiments to show the efficiency of the proposed method.

6.1 Reconstruction of High Frequency 3D Motions

We will first show the reconstruction of high frequency 3D motion from low sampling rate
images by using the proposed method.

Fig. 3 (a), (b) and (c) show image points obtained by observing 3D motion of a ball at
6 time instants with three unsynchronized cameras, and3Hg), (f) and (g) show those
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©) (h)

Figure 3: The 3D motion observed by three unsynchronized cameras, (a), (b) and (c),
the three synchronized cameras, (e), (f) and (g). The three people are passing the ball.
center of the ball is extracted in each camera at 6 time instants, and used for reconstruc
The points and lines show the extracted points and their sequence. (d) and (h) show th
points reconstructed from the proposed method and the standard method respectively.

090

10 15 20 2 30 3 40
Number of Reconstructed frequency point (N)

(a) proposed method (b) standard method (c) stability of reconstruction

Figure 4:Recovered continuous 3D motions. (a) shows a continuous 3D motion recove
from the proposed method, while (b) shows those from the standard method. (c) shows
stability of reconstruction. The horizontal axis is the number of reconstructed frequer
pointsN, and the vertical axis is the RMS error of reconstruction. The red and blue lin
correspond to stability of the proposed method and the standard method respectively.

obtained from three synchronized cameras. As seen in3Fije unsynchronized cameras
observe different 3D points, while the synchronized cameras observe the same 3D pc
The sampling period of all cameras is 0.6 sec, and the sampling delays of the second
the third unsynchronized cameras &pe= % andkz = % The internal and the external
parameters of these 3 cameras were calibrated in advance with Zhang’s mieihod [

Then, we reconstructed 3D motion of the ball by using the proposed method and
standard reconstruction method. In the proposed method, we reconstructed higher frequ
components of 3D motion from 6 sequential image points in the unsynchronized imac
In the standard method, we reconstructed 6 points from 6 sequential image points in
synchronized images. Since we used 3 cameras, the proposed method could recover
as many higher frequency components as the standard method.

Fig. 3 (d) shows the 3D points reconstructed by the proposed method. The red points
the yellow lines show the reconstructed points and their sequences, and the gray lines ¢
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the ground truth obtained by the synchronized high speed stereo cameras. The blue poi
show the viewpoints of 3 cameras. F&h) shows the results from the standard method. As
we can see from these figures, the proposed method can fully recover original 3D motiol
while the results from the standard reconstruction method are imperfect.

To clarify the advantage of the proposed method, we computed continuous 3D motio
from the 3D frequency components recovered by the proposed method. This was achiev
by convolving the sinc function to the recovered 3D frequency components. For compa
ison, we also computed continuous 3D motion from the results of the standard method |
transforming it into frequency space and convolving the sinc function.4Hg) shows the
continuous 3D motion recovered from the proposed method, and! Elij.shows that from
the standard method. As we can see from these figures, the proposed method could ac
rately recover motion of the ball, while the results from the standard method suffered fron
the aliasing problem and have large distortion.

6.2 Stable Reconstruction of Low Frequency 3D Motions

As we have seen in sectidhl, the proposed method can recover high frequency 3D mo-
tion from low sampling rate cameras. Although this is the most important property of the
proposed method, it also has another distinct advantage. That is, it can control the highe
frequency of reconstructed 3D motion freely within the range from fjjtoThis means that

we can also reduce the number of frequency components reconstructed from the propos
method. The advantage of reducing the number of frequency components is that we ¢
increase the stability of reconstruction, i.e. it becomes less sensitive to image noise.

The highest frequency of reconstruction can be controlled by changing the number
frequency pointdN in (8) within the range from 1 tc%KM. If N is equal toM, the stability
of reconstruction with the proposed method is the same as that with the standard method.
N is smaller tharM, the stability of the proposed method is better than that of the standarc
method. IfN is larger tharM, our method can recover higher frequency components, but it
becomes more sensitive to image noise.

Fig. 4 (c) shows the stability of reconstruction against image noise, which was evaluate
by using synthetic images with image noise. In this evaluation, 3 cameras were used f
reconstruction, and each of them observed 20 points. Thus, the proposed method col
recover up to 40 frequency points, while the standard method recovered 20 points. Tt
horizontal axis is the number of reconstructed frequency pdintand the vertical axis is
the RMS error of reconstruction caused by image noise with a standard deviation of O.!
As seen in Fig4 (c), stability with the proposed method changes according to the numbel
of reconstructed frequency poinlts and it is more stable than the standard reconstruction
method, ifN is smaller than 20.

We next applied the proposed method to recovering the distance to the vehicle in front &
using narrow baseline stereos. The 3D measurements of narrow baseline stereos are in ¢
eral very unstable, since disparities in narrow baseline stereos are very small relative to t
image noise. Thus it is very important to improve the stability of reconstruction when using
narrow baseline stereos. In this experiment, we show that by reducing the number of reco
structed frequency points in the proposed method, we can obtain stable 3D measuremet
even if the baseline of the stereo camera is very small.

The baseline of the stereo camera was 5cm, and the distance to the vehicle in fro
changed from 30 m to a few meters. Fig(a) shows some of the sequential images used
in these experiments. The image size was %4180 pixels. The left and right tail lamps
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(a) examples of sequential images (b) left image (c) right image
Figure 5:Real image experiment. The left and right tail lamps were used for reconstructic

distance (m)
5

1] 5 ltf) 15 JT:}- 25 JTD
frame number
(b) (©)
Figure 6:3D points (tail lamps) reconstructed by the standard method (a) and the propo
method (b). (c) shows the accuracy of depth estimation. The red line shows the distanc
the tail lamp recovered from the proposed method, and blue line shows that of the stan
method. The green dashed line shows the ground truth.

were tracked with a correlation tracker. Fig(b) and (c) show the left and right stereo
images. The blue points show feature points obtained with the tracker. The 30 synchron
frames were used in the standard method, and the unsynchronized 30 frames were used
proposed method. Since the proposed method can control the highest frequency compo
of reconstruction freely, we sbt= 15 in the proposed method for increasing the stability o
reconstruction.

Fig. 6 (a) shows the 3D points reconstructed by the standard method, arfidBjghows
those from the proposed method. As seen in Ei@), the 3D points reconstructed from the
standard method are unevenly scattered over a large range, while the actual depth of
points is up to 30 m, and they are lined up evenly. Although the results from the stand
method are extremely poor, they are reasonable since the baseline of the stereo camera
5 cm. However, the results from the proposed method are much more stable as see@ in |
(b).

For evaluating the accuracy of reconstruction numerically, we compared the deptf
reconstructed points with their ground truth, which was obtained from a measuring dev
Fig. 6 (c) shows the recovered distance of each 3D point and its ground truth. The horizol
axis shows the frame numbers of images, and the vertical axis shows the distance ftc
vehicle. The red line shows the results from the proposed method, and the blue line sh
those from the standard reconstruction method. The green dashed line shows the gr
truth of the vehicle distance at each image frame. As shown in this graph, the propo
method provides us fairly good results even if the baseline of the stereo cameras is
small, while the standard method fails at long distances.
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7 Conclusion

In this paper, we proposed a method of recovering high frequency 3D motion from low fram
rate images. Hence, super resolution 3D reconstruction could be obtained. In particular, v
showed that by using a set of unsynchronized cameras, we can recover much more inforn
tion on 3D motion, and can reconstruct more precise 3D motion than that with the standal
synchronized cameras.

For reconstructing 3D motions from unsynchronized cameras, we introduced a hew car
era projection model, which projects 3D points in frequency space to 2D points in real spac
By using the new projection model, we can observe identical 3D frequency points from dif
ferent unsynchronized cameras, and hence the 3D points can be reconstructed without us
any interpolation techniques. The proposed method can recover finer 3D motion as we i
crease the number of unsynchronized cameras. The efficiency of the proposed method v
tested by using real image sequences.
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