High Frequency 3D Reconstruction from Unsynchronized Multiple Cameras
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Stereo reconstruction generally requires image correspondence such

point and line correspondences in multiple images. Cameras need t /\/ /\/
be synchronized to obtain corresponding points of time-varying shapes ,
However, the image information obtained from synchronized multiple b
cameras is redundant, and has limitations with resolution. In this pa: ;
per, we show that by using a set of unsynchronized cameras instead « ®" o, Y ..

synchronized one, we can obtain much more information on 3D motions,
and can reconstruct higher frequency 3D motions than that with the stan-
dard synchronized cameras. As a result, we can attain super resolglione 1. jmage projection in synchronized and unsynchronized cameras
3D reconstruction from unsynchronized cameras.

In the standard reconstruction with multiple cameras, the camerasgiiii
synchronized, and observe the same st sequential points in 3D spacess
as shown in Fig. 1 (a). Thus, the maximum frequefi¢pf 3D motion, |
which can be recovered from camera imagessis %M. If we observe
the same 3D motion by usini§ unsynchronized cameras, we observe
K x M different points in the 3D space as shown in Fig. 1 (b). As a rest
all the KM observations fronK cameras are independent of one anoth &8
unlike those from the synchronized cameras. Thus, we have a possil|
of reconstructing 3D points up t§KM. Therefore, the maximum fre-! , L
quencyfy of recoverable 3D motion iy < %KM. Thus, we find that ) \(h)
the unsynchronized cameras have a possibility of reconstru%t{rtfgnes g
higher frequency 3D motion than the synchronized cameras as followlsigure 2: (a), (b) and (c) show images observed by 3 unsynchronized cam-

eras, and (e), (f) and (g) show those observed by 3 synchronized cameras.

f = EKf 1) The three people are passing a ball. The center of the ball is extracted in
U S L ) .

3 each camera at 6 time instants, and used for reconstruction. The points

For example, if we have 3 unsynchronized cameras, we can recov%'lj.(ymeS show extracted points and their sequences. (d) and (h) show 3D

times higher frequency components than reconstruction with 3 syncR%mS reconstructed from the proposed method and the standard method

nized cameras. respectively.

Unfortunately, the image points obtained from a set of unsynchro-
nized cameras are not corresponding to each other as shown in Fiﬁhcle sampling delag(k.n) is separated from 3D frequency po in
(b), and thus we cannot reconstruct 3D point by using the existing st Fgauency space. As a résult, 3D frequency paintan be reconstructed

methods. For reconstructing 3D motions from unsynchronized cameras . .
rom these image points.

we consider a novel camera projection model, which projects 3D point In By taking the vector product of (3) wilk{, and reformulating it with

frequency space to image points in usual metric space. h ; f t f f f
Suppose the maximum frequenéyof 3D motions is less thamN. respectt(:t e 3D frequency componehts,[X, -+, Xy_1, Yo, YN_1

Then, 3D motiorE can be fully represented by frequency point&n = Zg.*»Zy_1. 1, we have the following system of linear equations:
[an ,Ynf,ng ,on] T (N=0,---,N—1). If we observe 3D motioll atM time
instants, the observed 3D poiXs(t =0,--- ,M — 1) in real space can be
represented by frequency poirtg as follows:

(a) synchronized cameras (b) unsynchronized cameras

Mf =0 4)

where] M represents §2KM) x (3N + 1) matrix, whose components
1 N-1 consist ofP, x andw. _
Xt = N zoznw(tm) (t=0,---,M—-1) (2) Assuming that sampling delaksand camera matricé® are known,
n= 3D coordinate$ of N frequency pointZ,, can be computed frorl im-
Ttint /N ) ) age sequence #&f unsynchronized cameras by solving the linear equation
where, w(t,n) = & - Note,N andM are different in general, and(4) Then, 3D point in real space can be recovered by transforgirig
we consider the case where the number of samphhgs less than the X¢ using (2).
number of frequency components, _ _ Fig. 2 (d) shows 3D points reconstructed by the proposed method,
Now, if we observe 3D motio by K different unsynchronized cam-;g (1) shows the results from the standard method. As shown in these
eras aM time instants, their projections can be described as follows: figures, the proposed method can fully recover original 3D motion, while
N1 the results from the standard method suffer from the aliasing problem and

MNxt = pil ZOZ“‘*’(”"““) (=1, ,K) (3) areimperfect.
N &
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