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Abstract 

Gestural interfaces offer the potential for a natural and non-cumbersome human 
computer interaction. High gesture recognition rates for both recorded sequences and 
real time video streams have been achieved. However, real time gesture recognition 
still remains a challenge especially for settings where ambient conditions (e.g. 
lighting, background) are subject to change and where there are multiple 
simultaneous users. In this paper we present a feature descriptor based on the radon 
transform to represent a gesture-making hand.  

For multiuser gesture recognition we present a (non-Bayesian) mechanism for 
tracking arbitrarily changing numbers of skin regions and a method of selecting 
particular skin region(s) for feature extraction and gesture recognition. Tracking and 
selection is achieved using skin colour information and optical flow magnitude. The 
evaluation is done in an everyday indoor setting using an off the shelf webcam, 
without any specialized equipment i.e. specialized lighting, data gloves or markers. 
The evaluation results show the robustness of the proposed descriptor and potential 
for application of the tracking mechanism in an unconstrained multiuser scenario. 

1 Introduction 
Computer vision based gesture recognition has attracted interest from researchers and 
practitioners in computer vision [24] and human computer interaction [18]. Gesture 
recognition has a wide range of applications from desktop applications [1], gaming [2], 
surveillance [20] to classroom teaching [3]. The research in single user gesture recognition 
is well established [4, 5, 23]. However, the potential of gestural interfaces in applications 
that involve more than one user is yet to be exploited.  

There have been some important studies and advancements that show the promise of 
multiuser applications. Advanced controllers like Kinect have redefined the gaming 
experience. A state of the art system [6] allows two users to manipulate Google maps on 
large screens using hand gestures. Two prototypes have been developed [13] that enable 
the manipulation of virtual objects, projected on a purpose built table, by gestures. Another 
specialized table is used in [2] for a multiuser computer game. These systems, although 
state of the art, restrict the users in terms of freedom of movement and natural interaction. 
For example you need to be in the proximity of the specialized glass table to manipulate 
the virtual objects and to manipulate Google maps you need special gloves. Techniques 
that work in an unconstrained environment will engender a wider range of applications e.g.  
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intelligent spaces through ambient intelligence, collaborative problem solving etc. In this 
paper, we present feature extraction and tracking techniques that are aimed at both single 
and multiuser application scenarios with minimum constraints. The paper is organized as:  
Section 2: Briefly describes the background subtraction technique [14] used to segment 
skin regions from the rest of the image. 
Section 3: Describes a novel feature descriptor based on the Radon transform, and 
compares it with another state of the art Radon based technique [8]. The descriptor is 
evaluated for real time application. The evaluation is done using a novel framework.  
Section 4: For multiuser interaction, we present a mechanism capable of tracking 
arbitrarily changing numbers of skin regions and selecting region(s) of interest for feature 
extraction and gesture recognition. This is achieved using a metric based on skin colour 
and Lucas Kanade [7] optical flow algorithm. Multiuser interaction is a work in progress. 
However, initial evaluation demonstrates potential for an advanced, multiuser application 
in an unconstrained setting.   

2 Background Subtraction 
In this paper as we are dealing with human users, so skin colour can be used for 
background subtraction. We rely on a technique that employs joint-thresholding using 
normalized red, green chromaticity space and optical flow magnitude [14]. Figure 1 shows 
the advantage of using this technique. The skin colour based background subtraction 
results in large false positive regions (1.b). These regions cannot be removed unless skin 
colour is combined with additional information i.e. optical flow magnitude (1.c).  

   
                               (a)                                     (b)                                (c) 
Figure 1: Comparison of background segmentation results, a) original b) skin colour based 

segmentation c) skin colour + optical flow magnitude 

3 Feature Extraction                                                             
The feature descriptor needs to cope with expected variation in conditions. As our 
methodology is based on (skin) colour, the proposed feature descriptor is expected to cope 
with the challenges of varying lighting conditions and cluttered background. These 
problems can lead to poor segmentation thus affecting the recognition rates. Our feature 
descriptor is based on the Radon transform of the segmented hand contour.   

3.1 Radon Transform 

The Radon transform is an established technique in medical imaging especially for 
computed tomography [19]. The transform has a very important property of rotation 
invariance [36]. The Radon transform of an intensity image is given by projections or line 
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integrals at certain angles. For an image f(x,y), the Radon transform at an angle θ, is given 
as: 

                      ),( rR    dxdyryxyxf )coscos(),(         (1) 

Where, δ is the delta function, r is the perpendicular distance from the origin to the 
projection line (or beam) and θ is the angle at which the transform is computed. The Radon 
transform for the entire image is a collection of such transforms computed at various 
angles. The transform has been used in various computer vision applications [39, 40]. 

3.2 Proposed Radon Transform Based Descriptor                      

The feature extraction stage comprises of two steps. After background subtraction, 
segmented regions are processed using the connected component labelling, from these 
regions we select a region of interest or gesture making hand (section 4.2) and its external 
contour is extracted through OpenCV implementation of [21].  

         
                          (a)                                       (b)                                         (c)                      

Figure 2: The extracted contour for various gestures 

Once we obtain the contour, its Radon transform is computed at eight angles (0, 22, 45, 
67, 90, 112, 135 and 157 degrees) and over 51 beams or projection lines. The values are 
summed and normalised over all orientations, giving 51 features to represent the contour. 
A smaller number of beams can be used for smaller images. Increasing the number of 
projections does not improve the representation of gestures.    

3.3 Quantitative Comparaison with Song et al.’s Descriptor [8] 

Song et al.[8] presented a feature descriptor based on the Radon transform for gesture 
recognition. Feature extraction involves splitting the segmented hand into various regions 
and the transform values are summed within those regions. The difference in the sum of 
these regions basically distinguishes one gesture from the other. The study reported high 
gesture recognition results for static gestures. However, during our experiments we noticed 
that in most cases the segmentation of the hand from the background is not perfect. The 
segmented skin region contains many false negatives or black regions as shown in figure 2. 
This is particularly true for real time applications where the lighting conditions can vary. 
We implemented the descriptor presented by Song and compared it with our descriptor for 
a four gesture vocabulary (figure 3). The test set comprised of around 2000 images\frames 
taken from various publicly available datasets [9, 10]. The classification was done using 
SVM (RBF Kernel). Both descriptors performed well within an average accuracy of ~98%. 

The results of our descriptor were clearly better for live video stream through a 
webcam. Four participants were asked to make each gesture at least 50 times, with a 
combination of left and right handed gestures. The average accuracy of both descriptors 
was less than that for static images but our descriptor proves much more robust with an 
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average accuracy of more than 95%; for the Song descriptor it was around 85%. There was 
a significant overlap between gestures B and C. 

 
 
 
 
 
 
 

 

 

 

Figure 3: The 4-gesture vocabulary used for descriptors’ comparison 

        
                                      (a)                                                        (b) 

 Figure 4: The confusion matrix for a) Song et. al[8] descriptor, b) our  descriptor 

                     
                                      (a)                                                          (b)  

Figure 5: The confusion matrix for real time data, a) Song descriptor, b) our descriptor 

This decrease in accuracy is due to ‘imperfect’ segmentation. Large false negative or 
black regions result in low or negligible Radon transform values in those regions, making 
it difficult to achieve reasonable separation between identical gestures classes. On the other 
hand the proposed descriptor will work as long as we get an approximation of the contour. 
An extreme example is shown in figure 2(c) due to a sudden change in lighting conditions. 
Despite poor segmentation this particular example was correctly classified.  

We have chosen the Song et. al.[8] descriptor for comparison as it is related to our 
work and produces high recognition rates for ‘hand’ gestures. Some computer vision 
studies use the term ‘gesture’ to describe the upper or whole body movements; this 
includes some recently reported research [26, 27]. Various techniques have been proposed 
[28, 29, 30, 31, 32, 33] that rely on skin colour for feature extraction, gesture recognition 
or tracking etc. Most of these studies have shown high recognition rates (well above 94%) 
and in some cases real time performance. However, these techniques rely heavily on good 
segmentation of the gesture making hand for feature extraction and recognition. As we 
have seen, poor segmentation can adversely affect the recognition accuracy. The large 
number of false negatives will make it virtually impossible to extract features reported in 
these studies e.g. feature descriptor in [32] extracts features for recognition around the 
centre of the palm. Poor segmentation is likely to affect the accuracy of this descriptor.  

Gesture Class Class Label Gesture Class Class Label 

  

 

A 

 

 

C 

 

 

B 

 

D 



ALI, MORRIS: REAL TIME GESTURE RECOGNITION 5 
 

3.4 Extended Evaluation on Real Time Data 

The gesture vocabulary was extended from four to seven gestures for this stage of 
evaluation as shown in figure 6. We intentionally included potentially confusing gestures 
in our vocabulary e.g. B and E.  

We developed a single-user application for descriptor evaluation. It involves selecting 
and moving objects to a target location.  The layout of the application is shown in figure 7. 
Smaller boxes on the left are to be moved to the larger target boxes on the right. The labels 
of the target boxes indicate the smaller boxes that are to be moved. The size of an 
incoming frame is 320x240 pixels. Each of the six boxes is selected by a separate gesture 
and moved using the ‘hold’ gesture. The number of target locations is limited to three due 
to the size of the image frame. 

The success of a gesture recognition technique is usually the demonstration of a 
working prototype or manipulation of virtual objects. However, detailed error or 
performance statistics are not reported. We propose a detailed evaluation framework using 
criteria outlined below:  

Gesture Class Class 
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Figure 6: The extended gesture vocabulary for single user real time application 

1. Elapsed frames during recognition: This essentially measures the number of 
frames that elapse during the process of recognizing a gesture and selecting the correct 
object on the screen. It is important that this number is small to avoid delay in interaction 
and especially when switching gestures. In other words, it is not sufficient to select a 
correct object but how long it takes to select that object is of importance. 
    2. Accuracy of classification: This gives us the percentage of frames that were 
misclassified during the manipulation\movement of screen objects. Consider a case that 
involves moving objects A and B; only three gestures should be recognized in this 
operation i.e. gestures A, B and hold gesture. Any other gesture is a misclassification. 

3. Wrong Object Moved: Based on the results on static images it was unlikely that a 
misclassification causes a wrong object to be selected and moved. However, this criterion 
is particularly of interest under adverse lighting conditions where segmentation and 
recognition of a similar gesture across successive frames becomes inconsistent. In our 
evaluation, only 3 operations had erroneous movements (see Table 1), as the application 
handled most these inconsistencies.  
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Figure 7: The layout of the interaction area. Box ‘A’ is selected 

4. Time: This is the time taken to complete an operation; in this case moving particular 
objects form their initial position to target locations.       

Criterion 3 is specific to applications that involve manipulating a virtual object. 
However, the remaining three criteria can be used to evaluate any gestural application. 
This could help in the formulation of a standardized evaluation protocol. A seven gesture 
vocabulary is sufficient for most gestural applications as shown in [1, 38]; reported 
applications work with a 2 and 3 gesture vocabulary. 

3.5 Evaluation Results 

Two tests were conducted for evaluation. In the first test it was required to move two 
objects out of six to the target locations. Similarly, for the second test three objects were 
required to be moved. We tested for all the possible combinations of two and three objects 
e.g. AB and BA were both tested. The results reported here are for five attempts i.e. total 
5x150 operations, not just the best results. The testing was done over a period of three days 
at different times of the day. The main source of lighting was florescent, with varying 
contribution from natural light.  

Testing Criteria Benchmark based on 
Training, Offline 

Testing and 
Parameter 

Tuning[16] 

Two-object test Three object 
test 

Elapsed Frames 3 3.3±1.3 3.5±1.1 

Gesture Classification 
Accuracy 

>  92% 
 

95% 94.3% 

Incorrect Object 
Selection/Movement 

In < 10 operations 0 3 

Completion Time per 
operation 

10s for two object, 
16s for three object, 

 9s±1.5s 15s±1.9s 

 

Table 1: Evaluation results for the proposed descriptor on real time data 

4 Tracking Mechanism 

Tracking is achieved using a joint metric based on skin colour and optical flow. This 
metric was introduced in [35] for Bayesian tracking and evaluated on video sequences. We 
propose a non-Bayesian framework based on this metric that reliably tracks arbitrarily 
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changing number of skin regions in real time. We also extend this metric by introducing a 
mechanism for recovering occluded skin regions. Previous studies that deal with tracking 
skin regions in real time have focussed on a single user. An important non-Bayesian 
technique presented in [11] shows robustness to fast movements, occlusions etc. A 
simplified version has been used for a computer game [12]. However, both these studies do 
not explicitly address the issue of cluttered background that can create large false positive 
regions adversely affecting the system performance. Combination of skin colour and 
optical flow handles background clutter without relying on Bayesian filtering [41].   

4.1 Overview of Tracking Mechanism 

After processing of image data each candidate region at t is represented as: 

iC ],),,(),,(,,[ 1tthwyx          (2) 

Where, α is the average optical flow magnitude for the candidate region, β is the skin 
similarity measure that gives the percentage of pixels with normalized red, green values 
lying within one standard deviation of mean normalized red, green value for the region. 
This is based on an important property of skin colour i.e. its distribution is much more 
compact compared to the distribution of a non-skin object [15]. The upper left corner of 
the region is given by (x, y). The dimension of the bounding box around the region is given 
by (w,h) i.e. width, height. The parameter ωt indicates the joint score based on skin 
similarity measure and optical flow, given as:  

            ).(  bat                              (3) 

Where, b is the weighting coefficient. The value of b depends upon the percentage of 
pixels lying within one standard deviation as shown in Table 2. The region of interest is 
selected based on the joint score given by (3).  Since the ω score is available for all the 
regions it is possible to select the top two or three regions. 

 

β b 
< 30% 0.25 

30% < β < 50% 0.5 
50% < β < 80% 1 

> 80% 2 
 
                                 Table 2: Weighting coefficient values   

In the proposed mechanism we are looking to handle changing numbers of candidate 
regions, reliable selection of the region of interest, handling of occlusions and error in 
optical flow computation. There are three possible scenarios in terms of changing 
candidate regions: 
a. If number of regions remains the same, the parameters are updated for all regions. 
b. If there is a decrease in the number of regions, it is most likely that the regions with 

the lowest ω score at t-1 have been dropped. However, due to error in optical flow or 
occlusions, higher ranked regions may be lost for a brief period. Therefore, a higher 
ranked region is not discarded straightaway allowing it to recover. 

c. If there is an increase in the number of regions, parameters are computed for new 
regions and for existing regions ω is updated. 

 For a single-user, desktop applications we can rewrite (2) as: 
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                                          iC ]),,(),,(,,[ thwyx                (4) 

The region with the highest score from up to three candidate regions (hands and face) is 
the ROI. Due to the nature of the application there is a rare chance of occlusion or optical 
flow error. The last parameter is useful in handling tricky false positive regions e.g. 
clothes, hair.  

4.2 Region of Interest(ROI)  

As mentioned above, a region of interest is selected from candidate regions based on the 
joint score given by (3). At time t candidate regions are ranked using the weighted sum as:  

                                   165.035.0  ttiROI                          (5) 
The ω score for the last time step is given more weight due to the pattern of change in 

the value of optical flow magnitude. As the gesture is made there is a drop in the ω score. 
So without a robust check the gesture making hand may not be selected as a ROI.  

A drop in score indicated by ωt may not result in selection of a gesture making hand if 
we ignore ωt-1. As the hand moves into a gesture making position it is tracked over 
successive time steps and is probably among higher ranked regions at t-1.The movement of 
hand is less pronounced when a gesture is made, resulting in a reduced value of ω at t. A 
weighted combination (5) ensures that gesture making hand is selected as a ROI. Our 
experiments show that gesutre making hand(s) is selected for feature extraction/gesture 
recognition successfully at almost all occasions. Another benefit of keeping this score is 
that it allows the tracker to recover candidate regions lost temporarily to occlusions or 
optical flow error. It is worth mentioning that the weights given in (5) are determined 
empirically using video sequences for OpenCV’s implementation of Lucas Kanade. For a 
different optical flow algorithm these weights may vary, although not significantly, and 
more weight will always be given to ωt-1.  This ROI is used for feature extraction.  

4.3 Recovering the Candidate Regions  

Occlusions were not a frequent occurrence in our evaluation and most of the candidate 
regions that were lost in tracking were due to errors in optical flow computation [22]. We 
encounter certain ‘blind spots’ where optical flow information is not available or the 
computed magnitude is below what is required for skin\candidate regions. Therefore, it is 
essential that the tracker is able to recover candidate regions especially those that were 
previously higher ranked. To cater for optical flow errors and occlusions we do not discard 
the higher ranked regions straightaway. However, for the period they are invisible they are 
not candidates for ROI. 

In order to locate candidate regions after a possible optical flow error or an occlusion 
we search using the centroid of the lost region. We search for a blob or a connected region 
within a window of 10x10 pixels around the centroid of the region to be recovered. If the 
connected region (or part of it) is found the tracker looks for rest of the connected region. 
The advantage of using the centroid is that it can allow for change of size and the region 
can still be recovered. If a region is found, it is verified by the skin similarity parameter, 
allowing for small change in the value (±5%) as the region might have moved. If the 
‘recovered’ region is less than 50% of the size of the lost original it is discarded. This 
technique successfully recovers regions where movement of the occluded region is not 
significant i.e. as long as part of the region falls within the search window, e.g. regions in 
gesture making position. If the region is not recovered, it is discarded, as occlusion might 
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be permanent or the region moved significantly. For the latter case, once visible, the region 
is treated by the tracker as a new candidate region.    

4.4 Simultaneous Recognition of More Than One Gesture                              

Tracking and ROI selection mechanism was evaluated using a real time application, 
allowing for selection of two objects simultaneously. In order to ensure a smooth, seamless 
interaction it is important that there is no or minimal delay in recognition of multiple 
gestures. Testing was done for all two object combinations. Results are averaged over three 
attempts. The breakdown of evaluation results is given in Table 3. The evaluation results 
show that the proposed scheme can be used for a multiuser application scenario. 

During our test the number of tracked skin\candidate regions varied between two to 
eight, with up to two users actively interacting with a system and people moving in the 
background. Recognition of simultaneous gestures shows the potential of developing 
applications where users can work on modules of a collaborative task independently. The 
reported evaluation is in contrast to reported studies [17, 34] aimed at multiuser interaction 
but do not give evidence for simultaneous, multi-object manipulation. The frame size for 
this test was 640x480 pixels. 

 
Table 3: Evaluation results for simultaneous, multi-gesture recognition. The maximum 

delay is 2 frames, which is practically not noticeable.  

5 Performance Issues 
Although subjective evaluation is beyond the scope of the paper, the movement of objects 
was quite fluent and the hold gesture did not cause participants any stress. In the context of 
the proposed technique our main objective is to demonstrate an acceptable baseline 
performance on a CPU using an off the shelf Logitech Pro 5000 webcam and OpenCV. 
The performance outlined in Table 1 was achieved at a modest frame rate of around 10fps, 
although the interaction did not have a noticeable delay. 

Profiling of the code showed that major delay is caused by connected component 
labelling. The code was optimized and instead of relying on CPU-based blob detection we 
switched to a GPU based library; ArrayFire[37]. This library is currently one of the most 
comprehensive developer tools for GPU programming especially for blob detection. The 
frame rate was now 25fps and the time taken to complete the operation was reduced 
significantly to 3.5s±0.25s for 2-object and 7.4s±1.3s for 3-object tests. Webcam allows a 
natural and relatively unconstrained interaction for up to two users. However, the 
connected component labelling feature of the library does not scale well for an image size 
greater than 640x480. This limitation, once addressed, will make it relatively 
straightforward to develop application involving more than two users. This is an important 
result as our tracking mechanism is fully capable of handling any number of skin regions.  

Criterion Benchmark Evaluation Result 

Elapsed Frames Between Simultaneous Two  
Object Recognition 

0-1frame 1.0±0.96 

Misclassification During  Two Object 
Recognition 

in < 3 tests 2 instances of 
misclassification 
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6 Conclusions 
The proposed descriptor is aimed at addressing some intrinsic issues with the use of skin 
colour in computer vision e.g. illumination variation, similar colour background etc. 
Evaluation on real time data shows robustness and accuracy for single and multiuser 
scenarios. We achieved an average real time accuracy of ~96% and 93% in adverse 
lighting conditions (please see supplementary material) for 7 gestures. The performance 
achieved using off the shelf hardware is to serve as a baseline for future work. We also 
present a novel evaluation framework for real time gestural applications. Simultaneous 
interaction of three or more users will be achieved using the GPU and more sophisticated 
imaging hardware. As future work, it would be useful to compare our tracker with 
established methods [42, 43] for tracking multiple skin regions in real time. 
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